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The Heating, Ventilation and Air Conditioning (HVAC) sector is responsible for a large part of the 
total global energy consumption, a significant part of which is caused by incorrect operation of 
controls and incorrect maintenance. HVAC systems are becoming increasingly complex, especially 
due to multi-commodity energy sources, and as a result, the potential for failures in systems and 
controls will increase. That is why energy performance diagnostic systems are paramount. 
However, despite much research on Fault Detection and Diagnosis (FDD) methods for HVAC 
systems, they are rarely applied. An important reason is that the proposed methods differ from the 
design approaches of HVAC designers who use process and instrumentation diagrams (P&IDs).

The presented study made a step forward towards a systematic and automated multi-system and 
multi-level fault and energy performance diagnosis by developing an energy performance FDD 
architecture based on information embedded in P&IDs. The new FDD method, called the 4S3F 
method, combines systems theory with data analysis. In this 4S3F method, the detection and 
diagnosis phases are separated. The symptoms and faults are classified into 4 types of symptoms 
(balances, operating conditions (OS) and energy performances (EP) anomalies and additional 
information) and 3 types of faults (component, control and model faults).

The 4S3F method has been applied to the thermal energy plant of the building of the Hague 
University of Applied Sciences in Delft, containing a ATES system, a heat pump, a gas boiler and 
hot- and cold-water hydronic systems. The conducted case studies presented that the 4S3F 
method unambiguously diagnosed the causes of failures. In addition, they showed that the 4S3F 
architecture largely solves the problems present with existing FDD methods that can be realized 
through a strict distinction between causes (faults) and effects (symptoms), allowing multiple 
detection methods to be used. The diagnosis by Bayesian diagnostic networks (DBNs) supports 
simultaneous multi-HVAC-level diagnosis of multiple faults and overcomes by posterior 
probabilities of the possible faults, problems associated with incorrect diagnosis results due to 
measurement inaccuracies and uncertainties in the FDD method. Furthermore, it was shown that 
both energy performance analysis and component FDD are applicable with the 4S3F architecture. 
In addition, classifications for symptoms and faults were presented. Sensitivity analysis on the 
identified probabilities in the DBN of the case studies showed that the absolute values are 
subordinate to the relative ones which helps the setup of the 4S3F method.
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Summary 
The Heating Ventilation and Air Conditioning (HVAC) sector is responsible for a 
large part of the total worldwide energy consumption, a significant part of which is 
caused by incorrect operation of controls and maintenance. HVAC systems are 
becoming increasingly complex, especially due to multi-commodity energy sources, 
and as a result, the chance of failures in systems and controls will increase. Therefore, 
systems that diagnose energy performance are of paramount importance. However, 
despite much research on Fault Detection and Diagnosis (FDD) methods for HVAC 
systems, they are rarely applied. One major reason is that proposed methods are 
different from the approaches taken by HVAC designers who employ process and 
instrumentation diagrams (P&IDs). This led to the following main research question: 

Which FDD architecture is suitable for HVAC systems in general to support the set 
up and implementation of FDD methods, including energy performance diagnosis? 

First, an energy performance FDD architecture based on information embedded in 
P&IDs was elaborated. The new FDD method, called the 4S3F method, combines 
systems theory with data analysis. In the 4S3F method, the detection and diagnosis 
phases are separated. The symptoms and faults are classified into 4 types of 
symptoms (deviations from balance equations, operating states (OS) and energy 
performance (EP), and additional information) and 3 types of faults (component, 
control and model faults). 
Second, the 4S3F method has been tested in four case studies. In the first case study, 
the symptom detection part was tested using historical Building Management System 
(BMS) data for a whole year: the combined heat and power plant of the THUAS (The 
Hague University of Applied Sciences) building in Delft, including an aquifer 
thermal energy storage (ATES) system, a heat pump, a gas boiler and hot and cold-
water hydronic systems. This case study showed that balance, EP and OS symptoms 
can be extracted from the P&ID and the presence of symptoms detected.  
In the second case study, a proof of principle of the fault diagnosis part of the 4S3F 
method was successfully performed on the same HVAC system extracting possible 
component and control faults from the P&ID. A Bayesian Network diagnostic, which 
mimics the way of diagnosis by HVAC engineers, was applied to identify the 
probability of all possible faults by interpreting the symptoms. The diagnostic 
Bayesian network (DBN) was set up in accordance with the P&ID, i.e., with the same 
structure. Energy savings from fault corrections were estimated to be up to 25% of 
the primary energy consumption, while the HVAC system was initially considered to 
have an excellent performance. 
In the third case study, a demand-driven ventilation system (DCV) was analysed. The 
analysis showed that the 4S3F method works also to identify faults on an air 
ventilation system. 
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Sensors are the heart of an FDD system, being able to diagnose sensor faults 
automatically is essential. In the fourth case study, model faults were introduced for 
soft sensor faults and the application of additional symptoms, e.g., from other 
detection methods. Furthermore, redundant balances have been applied for systems 
and subsystems that support sensor diagnosis. 
The case studies demonstrated that the 4S3F method unambiguously diagnosed the 
causes of failures. In addition, they showed that the 4S3F architecture largely solves 
the problems present with existing FDD methods which could be realized by a strict 
discrimination between causes (faults) and effects (symptoms) allowing multiple 
detection methods to be used. The diagnosis by DBNs supports simultaneous multi-
level diagnosis of multiple faults and overcomes by posterior probabilities of the 
possible faults problems related to incorrect results due to measurement inaccuracies 
and uncertainties in the FDD method. Furthermore, it was demonstrated that as well 
energy performance FDD and component FDD is applicable with the 4S3F 
architecture. Next to this, classifications for symptoms and faults were presented. 
Sensitivity analysis on the set probabilities in the DBN of the case studies showed 
that the absolute values are subordinate to the relative ones.  
In the present study a step forward has been made towards a systematic and automated 
multi-system and multi-level fault and energy performance diagnosis. The 4S3F 
architecture holds great promise for energy performance and component FDD of 
HVAC systems as its utility has been demonstrated. A first step towards automation 
of detection and diagnosis has been achieved to minimize the effort for setting up the 
4S3F method and for analysis purposes. Next to this, further research is needed to 
extend DBN models for missing HVAC systems and detection rules.  In addition, the 
DBNs must be further developed for the set probabilities and for the optimal 
relationships between faults and symptoms. Research should also be done on the 
integration of additional data from inspection and maintenance and the integration 
with specific FDD methods provided by component suppliers. 
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1. Introduction

1.1. Background 

Worldwide minimization of energy demand is of highest importance to reduce the 
consumption of fossil energy and thereby, associated environmental problems. One 
way to reduce energy demand is to minimize waste energy in energy systems. From 
the main energy demand categories namely, transport, industrial and built 
environment, the building sector accounts for almost 33% [1] of the total worldwide 
energy usage. From this 33%, about 20-25% [2, 3] are identified to be unnecessary 
energy losses or waste energy, meaning that a worldwide energy reduction of 6-8 % 
may be possible if the intra-building energy systems function properly. The main 
building energy systems are lighting systems, appliances, ICT devices, and HVAC 
systems. The energy losses arise for a large part in the process of control and 
handling of faults in HVAC systems (Heating, Ventilation and Air Conditioning 
systems).  

In practice, faults in building installations are not easily noticeable because 
automated systems which diagnose such faults are not commonly used. 
Nevertheless, regulations from government, especially the Energy Performance 
Building Directive (EPBD) [4] in the European community will enforce applications 
of energy management systems. With these applications, methods will be developed 
to continuously control energy consumption, efficiency and unnecessary energy 
losses in all kinds of HVAC systems [5].  Because of ‘multi-commodity’ energy 
sources integrated to buildings (e.g., solar panels being combined with an aquifer 
thermal energy storage (ATES) system, a heat pump and a boiler in one building 
heating system), HVAC systems are becoming more and more complex. Therefore, 
fault monitoring and fault repair in systems and controls is becoming increasingly 
important. 

Moreover, when dealing with built environment, indoor climate is of the utmost 
importance. A better indoor climate results in higher comfort, better performances 
[6], and less complaints from users. Therefore, a proper control of the HVAC system 
is not only about controlling energy consumption for heating, cooling and electricity, 
but also about maintaining thermal comfort and indoor air quality. The system 
control problem is therefore multi-objective which makes the control complex. 

For the operational control of the efficient energy consumption of HVAC systems, it 
is a necessity to have continuous commissioning, see e.g., Djuric [7], applying fault 
diagnosis systems to avoid energy waste by malfunctioning of an HVAC system. In 
practice, automated fault diagnostic systems are only scarcely used despite many 
proposed methods in IEA EBC (International Energy Agency Energy in Buildings 



22 
 

and Communities) annexes [8-12]. Research is therefore necessary to underline the 
importance of the application of energy performance methods in practice by 
removing current obstacles. Handbook [13] presents how building performance 
analyses can be approached. In this study, the focus is on automated methods. 
So-called FDD (fault detection and diagnosis) is used to identify malfunctioning 
HVAC components and controls. In FDD methods faults are diagnosed by detection 
of symptoms. Because unnecessary energy wastages in an HVAC system and 
undesirable indoor climate arise from malfunctioning HVAC components and 
controls, they can also be considered as symptoms caused by faults. Therefore, an 
energy performance diagnosis system can also be understood as an FDD system. 
That is why the focus here is on FDD methods as starting point for energy 
performance diagnosis. In this thesis when the term FDD is used, it always includes 
energy performance diagnostic. 
In practice, setting up and managing reliable, affordable and scalable HVAC FDD 
systems for continuous commissioning are still difficult and expensive tasks, as 
mentioned in [14] whereby automated FDD systems are only rarely used despite 
many suggested methods. Next, existing FDD methods are different from HVAC 
design methods and require a separate setup and realization procedure. In addition, 
several methods are used for different HVAC components and systems and the 
diagnosis systems are therefore very specific. Furthermore, these FDD systems do 
not work properly when a sensor is broken, if contradictory information is collected 
from different sensors, or if there are too few sensors placed to perform a diagnosis. 
The latter is a problem in existing systems. In addition, most methods are not fully 
automated and HVAC experts must proactively look for errors and act accordingly 
because errors are not identified, only the presence of failures. The present research 
aims at an energy performance diagnosis method that overcomes above mentioned 
problems and can be set up with the least possible effort and can be integrated with 
existing and new FDD approaches. 
 
In general, an FDD process consists of phases as shown in Figure 1.1: 

Figure 1.1. Phases of an FDD process 

• Step 1: Pre-processing - Raw data from data loggers or from the building 
(energy) management system ((B(E)MS) is converted in processable format 
for FDD as energy data and other metrics. In this stage, incomplete and 
corrupted data is filtered. Furthermore, values from soft sensors (see [15]) 
are estimated. 
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Then, the FDD finds place: 
• Step 2: Symptom detection – Presence or absence of symptoms indicating 

malfunction. 
• Step 3: Diagnosis - Faults causing the detected symptoms are identified. In 

this stage faults are isolated and fault effects on energy performance and 
comfort are quantified. 

End after diagnosis: 
• Step 4: Correction – In this stage decisions are made for repair and 

adjustments.  
In general, it’s interesting to see that there is no loop back after correction. 
This because after adjusting/repair a new steady state will develop. 

 
The focus in the present study is on the detection and diagnosis phases. 

 
1.2. State of the art on automated FDD methods for energy 
performance evaluation of HVAC systems 

A preliminary literature study conducted on energy performance meseaures 1 
(reference values for energy performance estimation) and FDD methods for HVAC 
systems to identify the main features of FDD methods are presented in this section. 
In Chapters 2-7 more literature has been further discussed. In an energy performance 
FDD method, the measured energy performance should be compared with the 
expected one from energy performance measures. Several reviews considering 
energy performance measures were published [16-17]. In reference [18] the EU 
presents a method for energy performance calculations.  

Table 1.1 presents a summary of these energy performance metrics. 

Table 1.1 Energy performance measures 

Energy performance measure Example 
Energy use intensity (EUI) Energy consumption per aera unit: kWh/m2 
Energy signature (ES) Energy vs. outdoor temperature. 

Indoor temperature vs. outdoor temperature. 
Dimensionless key figures  Coefficient of performance (COP). 

Efficiency 
 
The simplest mathematical measure for energy consumption purposes presented in 
literature is a benchmarking approach in which the energy consumptions in buildings 
are compared with those of similar buildings: the energy use intensity (EUI), which 

 
1 The terms indicator and metrics are also used for this, the first of which is used in 
the published journal articles. 
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indicates energy consumption (e.g., kWh/m2), see [16 and 21]. Next to this, so called 
energy signatures are popular [22-24]. In graphics energy performance metrics are 
presented. For instance, daily energy consumption and indoor temperature vs outdoor 
temperature. Furthermore, there are dimensionless energy performance key figures, 
as the coefficient of performance (COP) for heat pumps [25], and approaches in 
which energy performance measures are compared with results from (simulation) 
models [21,26-27]. These energy performance measures are applied at different 
system levels: from component to whole building level, see e.g., [28].  

The discussions in the above articles show that low HVAC performance is caused by 
errors in the design, implementation, operation, or maintenance of HVAC systems, 
and in the integration of HVAC with the actual use of buildings and actual building 
materials such as the shell insulation that deviates from the original design. It is 
remarkable that most FDD methods have been very specifically developed to deal 
with failure of HVAC components and effects on energy performance are hardly 
considered. In addition, effects of process control, maintenance, actual building 
characteristics and building use on energy performance are rarely studied. 
Summarizing, although there are some developments in this area, a generic FDD 
method for energy performance purposes using energy performance measures is not 
common.  

Nevertheless, the FDD approaches can serve as a basis to be applied for energy 
performance evaluation. An overview of methods used in such applications is 
discussed below. First, the different generic types of FDD methods are discussed and 
Figure 1.2 presents an overview of these methods, derived from Kim and Katipamula 
[5], based on [29].  

 
 

Figure 1.2. Classification of FDD methods 
(Derived from [5]). 
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They classify FDD methods into quantitative, qualitative, and process history-based 
methods:  

• Quantitative models are based on physical models, e.g., from simulation 
models (could be detailed) or physical balances (simplified) and are also 
called model-based methods [30].  

• The most common applied qualitative methods are rule-based in which 
rules are known from HVAC design experts [31] such as expected state 
values (e.g., temperatures). In addition, alarms and exceeds of limits indicate 
faults and rules based on first principles are applied. 

• The process history-based methods (also called data-driven methods) 
have gained in popularity during the last decades. These methods are based 
on measured data from which patterns are identified. The pattern 
recognition leads to fault isolation. Several data-driven methods have been 
proposed. Commonly mentioned are supervised methods using black boxes 
in which physical output (e.g., energy usage) is calibrated against historical 
data (e.g., regression methods and artificial neural networks [32-33]). They 
also include classification methods as SVM (support vector machine) 
which divide a data set in faulty and unfaulty outcomes for the HVAC 
operation [34-36] and PCA (principal component analysis) methods [36 
and 38] which reduce a higher dimensional space into a lower dimensional 
space. 

 
In above classification no distinction has been made between detection and diagnosis.   

In the last decades, hybrid methods are applied (not shown in Figure 1.2). As 
example, gray box methods for FDD using a highly simplified physical model which 
parameters are determined by historical data (see for instance ABCAT [39]). 

For HVAC’s these FDD methods are applied for components and (sub)systems. Most 
HVAC FDD methods are developed for components as chillers [40-41], AHUs (air 
handling units) [42], sensors [43-44] and VAV (Variable Air Volume) boxes [45-46]. 
In addition to these FDD for separate components, specific HVAC systems with 
multiple components are considered, see for example [47] which discusses an HVAC 
system including a chiller, a cooling tower, a heat exchanger and hydraulic systems. 
Despite all research, all these methods still have shortcomings. Set-up of FDD rules 
is still a labour-intensive exercise because each HVAC system is unique and demands 
HVAC expertise and knowledge of the building. In case of models, often simulation 
expertise is needed. Most methods and models are developed for specific subsystems 
like chillers, VAV systems, and AHUs. In addition, measurement points present in 
one study are not always available in another system. On the other hand, data-driven 
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methods require large amounts of data from installations, while it is generally 
unknown if the installation is functioning properly or not. Another problem is that not 
enough data could be made available from the HVAC systems (at least one year data), 
making this method less suitable. 

Moreover, most literature studies are theory-based and do not consider real-time 
measurements which embed unknown faulty measurement data. Some FDD methods 
are detection methods only and do not distinguish between symptoms and faults. 

Integration of these different methods in one generalized methodology is difficult or 
even impossible to realize. All these methods diagnose faults on different levels: from 
component level to whole system level. When a multi-level approach is present, it is 
either top-down or bottom-up in sequences incorporating multiple types of methods 
[48]. It is also noticeable that the diagnosis approach often strongly depends on the 
detection method used. For instance, when diagnosing sensor faults using PCA 
methods there is a one-on-one correlation between symptoms and faults [49]. Hence, 
libraries with generic FDD models for all kind of HVAC systems are still missing.  

Furthermore, most available FDD methods result in a binary outcome for (presence 
of) symptoms and faults leading to faulty outcomes by inaccuracies in measurement 
data and the applied FDD method. Therefore, studies over the past decade have 
focused on minimizing the false diagnosis results through adapted, complex FDD 
methods optimized for a specific HVAC component. To overcome this problem, the 
application of diagnosis methods based on probabilities is promising, like Bayesian 
statistics, which predict fault chances from presence and absence of symptoms. One 
of such method is the diagnostic Bayesian network (DBN) method, see [50-53]. The 
DBN method can also largely overcome the other above-mentioned problems 
because it can handle with simultaneous multi-level diagnosis, modularity, simple 
extension of symptoms or faults, little data points, different types of symptoms and 
faults, and even with contradictory and redundant symptoms.  

All considered, most FDD methods are still complex, tens of different methods must 
be used at subsystem or component level for a specific (unique) building and there is 
no integration at system level. A reference architecture for HVAC FDD is missing 
which embeds different methods and structures of the FDD process. However, a 
DBN-based method seems to overcome problems in other methods. 

1.3. HVAC engineering practices 

The literature study shows that most proposed FDD methods are designed and 
implemented without considering HVAC systems design. HVAC system design is 
based on first principles systems, as mass and energy balances, and from systems 
science that systems can be divided in subsystems and aspect systems. It is common 
use to apply schematics which grow from raw to detail (e.g., ASHRAE’s handbook 
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[54] and design manual [55]). In the design stage, HVAC designers determine the
specifications of the components, sub-systems and systems and their control. They
capture it into P&IDs 2 (Process and instrumentation diagrams) in which the main
HVAC and control components are represented with all their interconnections as
well as all mass (fuel, water, air), electric energy and signal transfer channels, by
which thermal energy flows can be easily computed. Guidelines for setting up HVAC 
modules are available.

Figure 1.3 shows such P&ID diagrams based on Dutch guidelines for measurement 
points [56], hydronic hot water [57] and cold water [58] modules. Figure 1.3 (a) and 
(b) present representative P&IDs for hot and cold-water systems in which a thermal
energy generator is present. Figure 1.3 (c) presents the air handling unit and (d) an
example of an (air) end-user system. A P&ID contains components (presented as
symbols) which are linked by pipes, ducts and signals, and contain sensors (depicted
as transmitters) and actuators (e.g., electric motors of valves) which are coupled via
controllers. Furthermore, the nominal power of components is often shown (see
Pnom in figure (a)), and the controlled and designed temperatures and flow rates at
design conditions on the P&IDs (T and qv in the figures). All-over, P&IDs contain
information about components, controls and expected state values which are
important for energy performance analysis.

From the P&ID two types of faults can be distinguished: component faults (such as 
pumps, valves, boilers, sensors) and control faults (settings in controllers, such as 
TC and CC). Faults of this kind could lead to energy performance (EP) symptoms, 
such as low coefficients of performance (COPs). From the P&ID, the sensors needed 
to estimate the exchanged energy amounts for energy performance measures can be 
estimated. These faults also lead to symptoms such as unwanted temperatures 
(measured by de sensors TT, CT, PT in the presented P&IDs) or unexpected states 
of actuators (pumps, valves). These symptoms can be stated as operational state 
(OS) symptoms. Finally, for the diagnosis to take place with correct measurements, 
the idea is to use mass, energy, and pressure balance symptoms to rule out sensor 
errors. 

The above types of symptoms and faults are generic, useful, and available for any 
multi-level HVAC installation and can be extracted from P&IDs. 

2 Also called piping and instrumentation diagrams and depicted as PDF’s (process 
flow diagrams). 
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(a) hot water system

(b) cold water system
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(c) Air handling unit (AHU)

(d) End-user ventilation system

Nomenclature: 

Figure 1.3 Examples of P&IDs. 
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1.4. Objectives, scope, and research questions  

Despite much research in this area, major shortcomings result in lack of applications 
of FDD. Set-up of FDD models is labour intensive because each HVAC system is 
unique and the set-up demands HVAC, information technology (IT), data analytics, 
or modelling expertise. IT and data analytics experts have generally little expertise in 
HVAC, and for them it is difficult to understand the physical meaning of the data 
they handle. HVAC and building modellers on the contrary lack knowledge on IT 
and data analytics methods. In addition, FDD methods lack the ability to integrate 
diagnosis simultaneously on different system levels: component to whole system 
level. Next to this, most methods are detection methods, which detect that a fault is 
present but do not isolate the causes of the faults. Moreover, methods are specific for 
each subsystem like chillers, VAV systems, AHU units, and even specific per 
supplier. There are no standardized methods and as an effect, libraries with FDD 
models are missing. All considered, the HVAC FDD methods are still complex and 
there is need for a structured approach to FDD, integrating expertise, components, 
and methods. 

This research is motivated by the absence of a general FDD architecture and modular 
FDD approach for HVAC systems addressing the issues mentioned in Section 1.1.  
This led to the idea of a reference architecture for energy performance FDD 
incorporating multiple symptom detection methods in a systematic and organized 
way based on information embedded in P&IDs. Methods based on this architecture 
can determine fault probabilities at all levels of an HVAC system, regardless of the 
layout and components of this HVAC system. 

The study hypothesizes that FDD can become an integral and automated part of the 
HVAC system and its control design activities. This would save money and avoid 
building energy management system (BEMS) design faults. In the end, HVAC and 
control engineers are best able to determine energy performance measures, alarm 
thresholds and which sensors are needed.  
Above leads to following hypothesis: 

It should be possible to develop an automated and standardized fault detection and 
diagnosis (FDD) method for HVAC’s energy performance diagnostic purposes based 
on systems theory, information from HVAC process and instrumentation diagrams 
(PIDs) and integrating diverse FDD methods already demonstrated. 

The objective is to find out which FDD architecture meets the hypothesis. The main 
result to be achieved is a proposal for this FDD architecture. With the information 
known from the design, reflected in P&IDs, a method can be set up which diagnoses 
both energy performance and component faults. Moreover, automation of the 
methods in this architecture are worked out for as well detection as diagnosis 
purposes. A classification of symptoms and faults, and suggestions for detection and 
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diagnosis rules are presented. In addition, a start for libraries for detection and 
diagnosis models is set up. This PhD research focus on the useability of DBN’s for 
as well energy performance as well component FDD. The scientific contribution is 
that a step forward could be made for a systematic and automated multi-system and 
multi-level energy performance diagnosis in which FDD of components is 
embedded.  

Following this focus and hypothesis, the main research question of this thesis is 
formulated. 

Which FDD architecture is suitable for HVAC systems in general to support the 
set up and implementation of FDD methods, including energy performance 
diagnosis? 

In addition, the next sub-questions are defined: 

1. How can HVAC process and instrumentation diagrams (P&IDs) be used as
starting point for setting up an HVAC-FDD system, including energy
performance diagnosis.

2. How can the multiple system and subsystem levels in HVAC systems be
reflected in and made useful for the FDD system?

3. Which methods need to be applied for symptom detection of the main categories 
of faults?

4. Can the proposed FDD architecture easily be automated and applied on existing
HVAC systems?

1.5. Research methodology 

From P&IDs, two types of faults can be extracted: component and control faults 
which lead to three types of symptoms: energy performance, operational state and 
balance symptoms.  This is used as a starting point for the development of a novel 
FDD architecture for HVAC energy performance. The above types of symptoms and 
faults are generic and usable and available for any HVAC installation at multi-level. 
In addition, other symptoms may be available, such as maintenance and inspection 
information, user complaints, and information from embedded component FDD. 
However, this information is not always available. It is proposed that this fall under 
the container term additional symptom. 
Models have sometimes been drawn up for the symptoms, for example for soft 
sensors, to determine a value. This also makes faults possible. This is referred to as 
model faults. 
As a result, 4 types of symptoms and 3 types of faults are identified in the so-called 
4S3F (4 symptoms and 3 faults) method.  
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The following methodology is applied in this research. The idea of the proposed 
4S3F architecture is discussed theoretically first and with experiences from this, the 
proof of concept is made in four case studies.  
The case studies are conducted on an actual HVAC system with real measurement 
data from The Hague University of Applied Sciences (THUAS) building in Delft. 
This building mainly contains classrooms, offices for lecturers and other staff 
members, and a restaurant. It was selected because it has a complex HVAC system 
with an advanced control system, and extensive measurement data is available for 
analysing energy consumption and indoor climate. In addition, it is an operational 
HVAC system with a reputation for working properly and apparently being energy 
efficient. In winter, heat is generated by a heat pump. When the heat loads are high, 
a gas boiler can deliver additional heat. The heat source of the heat pump is warm 
ground water delivered by the warm well of an ATES (Aquifer thermal energy 
storage) system. The ATES system can also deliver heat to the parking lanes on the 
roof to keep it free of ice. In the summer months, cold water from the cold well of the 
ATES system delivers cooling. When cooling loads are high, the heat pump produces 
additional cold at the evaporator side. During the summer, heat from the heat pump 
condenser and the roof collector can be used to regenerate the warm well of the ATES 
system, as the annual thermal energy extracted from and pumped into the wells has 
to be balanced under the Dutch regulations. Cold and heat are delivered to the rooms 
of the building by a thermal floor system which acts as a Thermally Activated 
Building System (TABS) and by ceiling radiation panels where hot or cold water is 
circulated. The hot and cold-water groups are divided in south and north groups which 
are further divided into sub-groups for the air handling in de air handling units, the 
ceiling and the floor equipment. A demand driven air ventilation system is present in 
which the air flow rates to the rooms are controlled by CO2 concentration and 
occupancy.  

The first case study is conducted on the thermal energy plant of THUAS with the use 
of a P&ID to investigate which rules can be applied to detect energy balance, energy 
performance and operational status symptoms while ignoring sensor failures. In the 
next case study, fault diagnosis is performed on this HVAC system to examine the 
desired structure and parameters for the 4S3F DBN determining component and 
control faults. In the third case study, to demonstrate that the 4S3F method is generic 
to all types of HVAC systems, it was developed for an air ventilation system to isolate 
faults. Finally, in the final case study of the 4S3F method research is conducted on 
soft (model-based) and hard (component-based) sensor errors with additional 
symptoms. 
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1.6. Thesis outline 

The thesis outline is shown in Figure 1.4. First, the structure of the 4S3F 
FDD architecture based on 4 types of symptoms and 3 types of faults is 
developed and discussed in Chapter 2. This FDD architecture is based on system 
information from P&IDs. The whole HVAC system can be divided in systems 
with the help of P&ID schemes. In the Chapters 3 to 6, the FDD architecture is 
worked out in experiments to demonstrate that the 4S3F concept, is feasible for 
different kinds of systems. First, in Chapter 3, the symptom detection phase with 
balance, operational state and energy performance symptoms is designed and tested 
on the historical data of the thermal energy plant of the THUAS building which 
generates heat and cold using a heat pump, a gas boiler and an aquifer thermal 
energy storage system. The focus is on energy consumption.  
Next, in chapter 4 the identification of energy performance related faults applying 
Bayesian theory is discussed.  Considering fault identification as part of diagnosis, 
the research focuses on mimicking the approach an HVAC expert would apply. This 
approach is a probabilistic one, in which the expert generally operates by eliminating 
causes that are not likely to happen and focuses on the most likely faults leading to 
the symptoms observed. For this part the research therefore focuses on a probabilistic 
approach of fault isolation based on the presence and absence of symptoms. The 
analysis of possible faults leads to their categorization into 2 different types: 
component and control faults. The research focuses on how to (automatically) 
identify faults in these two categories.  Here too, the method is applied on historical 
BMS (building management system) data from THUAS building. 
To show that the 4S3F method is generic it is applied on another HVAC subsystem 
and aspect system: an HVAC end-user system in which the energy performance is 
focussed healthy climate. Its usage is shown for an actual DCV system with real 
BMS data in Chapter 5. And at last, to show that FDD can further on be integrated, 
component FDD is discussed in Chapter 6. The backbone of any FDD method is the 
sensor data, and hence inaccuracies or even completely faulty data can complicate 
the FDD process. For this purpose, a part of the research also focuses on researching 
how to extend the method to cope with hard and soft sensor faults. Soft sensor faults 
are model type faults arise when models are used to estimate missing data. In this 
section, additional symptoms are considered.  
In Chapter 7 the research results and limitations are discussed. Finally, the 
conclusions and recommendations for further research on FDD method integrating 
energy performance diagnosis are presented in Chapter 8. 
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Figure 1.4 Schematic diagram of the thesis. 
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Summarized, the thesis outline is organized as follow: 

• Chapter 1: Introduction
• Chapter 2: A reference architecture for the integration of automated

energy performance fault diagnosis into HVAC systems: the 4S3F
approach.

• Chapter 3: P&ID-based symptom detection for automated energy
performance in HVAC systems: balance, operational state and energy
performance symptoms.

• Chapter 4: Automated energy performance isolation for complex HVAC
systems: Application of 4S3F diagnosis method on an ATES system:
component and control faults.

• Chapter 5: Effect of prior and conditional probabilities in the 4S3F
diagnosis method: Application to IAQ control in DCV systems.

• Chapter 6: Fault Detection, Diagnosis and Correction for hard and soft
sensors in Building Energy Management Systems: A new extension of the
4S3F framework: addition of model faults and additional symptoms.

• Chapter 7: Discussions and limitations.
• Chapter 8: Conclusions and recommendations.
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2. A reference architecture for the integration of
automated energy performance fault diagnosis

into HVAC systems 
 This chapter has been published as: 

Arie Taal, Laure Itard, Wim Zeiler, “A reference architecture for the integration of 
automated energy performance fault diagnosis into HVAC systems”, Energy & 
Buildings 179 (2018):144-155.   

In this chapter, the 4S3F architecture is presented in which detection takes place 
with four types of symptoms (based on balance, energy performances, operational 
states, and additional information). Diagnosis of 3 types of faults (component, 
control, and model faults) is conducted with Bayesian statistics with DBNs 
(Diagnostic Bayesian Networks) in which faults and symptoms are linked 
together. In a DBN, posterior probabilities of faults are estimated from the results 
of the detection. The symptoms and faults can be extracted from HVAC P&IDs. 

2.1.Introduction 

Building energy management systems (BEMS) will become increasingly important, 
due to the increasing complexity of building services and the ongoing demand for 
high levels of indoor comfort and a healthy indoor environment, combined with 
stringent legal or agreed requirements regarding savings on operational energy use 
(e.g., the Energy Performance of Buildings Directive or EPBD [1] in Europe). 
Buildings account for 30%-40% of the total energy consumption of Western 
countries. Many studies have demonstrated that, in the operational phase, buildings 
actually use more energy than the amounts predicted by energy simulations during 
the design phase (de Wilde [2]). Dronkelaar et al. [3] estimate a performance gap of 
34%. This gap is due in part to uncertainty in the modelling of energy calculations in 
the design phase, as well as to differences in occupant behaviour and changes in 
building use over time (e.g., changing room functions and building occupancy). 
Malfunction and degradation of components and control of heating, ventilation and 
air conditioning (HVAC) and lighting systems due to ageing also contribute to higher 
energy consumption (in some cases, 10%-20% higher than necessary). Mills [4] 
reports excess energy usage of 16% for existing buildings and 13% for new buildings. 
Despite the great focus on commissioning in the past decade, energy consumption is 
still higher than expected. Recently, Jing et al. [5] demonstrated that the cooling 
energy for 30 office buildings was on average 16% higher than designed due to 
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operational errors. Furthermore, HVAC and electrical installations are becoming 
more complex due to networks of energy conversion systems and storage – both local 
(in the building) and non-local (outside the building) – in addition to the distribution 
of the control of HVAC and lighting systems across centralised (e.g., at level of an 
Air Handling Unit), decentralised (e.g., at zone level) and end-user levels (e.g., at 
room level), which increases the probability of operational faults. 

Despite examples of application in continuous commissioning (see Djuric [6] who 
presents a review on lifetime commissioning and Verhelst et al. [7]) and preventive 
maintenance for HVAC, automated energy performance diagnosis features are 
currently seldom applied in practice in building energy management systems 
(BEMS). These BEMSs are either stand-alone applications or are integrated as 
application within the building management system (BMS)3 itself.  

At the same time, increasing amounts of data are being collected in buildings by 
building automation systems, due to decreases in the cost of sensors and to broader 
developments (the Internet of Things), which could support energy performance 
diagnosis further. In general, BMS can store up to millions of data points, only a very 
small portion of which is currently used, leaving a huge potential for energy savings 
untouched. To make these data useful at large scale, generic energy diagnosis 
methods are needed.  

Energy performance diagnosis is usually limited to simple graphics (e.g., plots 
showing actual energy use and supply temperatures against outdoor temperatures). 
Although such graphics are valuable and although they can help in the initial 
diagnosis of HVAC malfunctions, the enormous potential of the data collected by the 
BMS has remained largely unexplored. The practical usability of energy diagnosis 
systems is further reduced by the necessity of having an expert to interpret thoroughly 
the graphics. 

To be suitable for making automated diagnoses, a BEMS would have to identify 
energy waste, poor air quality or thermal discomfort, in addition to estimating the 
causes of such problems. Potential causes can be categorised as relating to faults in 
design, implementation, operations or maintenance (see [6, 8, 9]) and in hard and soft 
faults. Examples of hard faults are design faults including miscalculations of the 
capacity of components of the HVAC systems, incorrectly installed capacities that 
differ from the designed capacities and faulty connections between HVAC devices. 
Soft faults are errors in the control rules that have been designed and implementation 
faults which could include wrong settings in the control systems. Both types of faults 

 
3 The BMS, also known as building automation system, generally stores monitoring 
data, regulates the control systems and is used as support for maintenance, safety, 
operational and facility management activities.  
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are known to pose serious problems in practice. Operational and maintenance faults 
include incorrect changes in HVAC control rules, room occupancies that are higher 
or lower than designed, unexpected occupancy behaviours, the ageing of components 
and all related faults (e.g., poor air quality, reduced efficiency, breakdowns). 
Operational faults also lead to sub-optimal operational energy performance (e.g., low 
efficiency of components, incorrect temperature or pressure levels resulting from 
control rules that are not suitable to the specific actual operational mode). Recent 
fault detection and diagnosis (FDD) case studies in Australia [10] showed that energy 
savings between 15 to 28 % are possible by implementation of HVAC FDD systems. 

Despite all this, FDD tools are still not widely used. The main reasons for the absence 
of high-level automated diagnosis of a building’s energy systems in practice are 
related to the complex and time-consuming nature of the tasks, which must be 
customised to each building as noted by Kim and Katipamula [11], who presented 
recently an overview of FDD methods for HVAC systems, and the absence of 
standards for modular diagnosis tools. Moreover, such a diagnostic tool is usually 
designed separately from the HVAC system and BMS, with no systematic integration 
with these systems. It is common that HVAC engineers use schematic HVAC 
diagrams to describe the HVAC system and its components (e.g., see [12,13]). These 
schematics are also used to describe the control systems. In BMS’s these schematics 
are applied as user-interface.   

In this article, we explore the possibility of linking the design of diagnostic tools to 
that of the HVAC and control systems based on the same system approach as used in 
HVAC schematic diagrams as a means of advancing and automating energy 
performance diagnosis features. Such integration could decrease the effort required 
to incorporate basic automated diagnosis features into the systems, as they are 
designed at the same time and by the same experts as the HVAC and control systems. 
We propose a reference architecture for energy performance fault detection and 
diagnosis (EP FDD), applicable for all types of HVAC systems. As indicated by the 
name itself, FDD methods always consist of two steps [6]: detection and diagnosis, 
in the same way that a doctor diagnoses a disease based on the symptoms he detects. 
First (observable) symptoms are detected, then the fault (disease) leading to these 
symptoms is diagnosed. The well-accepted term ‘FDD’ may be slightly confusing, as 
it seems that faults are detected first. In fact, it is not a fault that is detected, but a 
symptom. The diagnosis uses all detected symptoms to find out the fault4. Of course, 
in simple cases, symptoms and faults are identical (e.g., a sensor in frozen state is 
symptom and fault at the same time), but in most cases a single symptom (e.g., a too 

4 In that sense, it would be more appropriate to use the term Symptom Detection and 
Fault Diagnosis (SDFD) instead of FDD. However, as FDD is a well-accepted term 
it will be used in this paper. 
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low efficiency of a heat pump) will need diagnostic work to find out the cause (the 
fault). In the reference architecture presented in this paper5, we propose a generic 
systematic approach of symptom detection (including existing methods). The fault 
diagnosis itself is based on diagnostic Bayesian networks (DBN) in which faults are 
diagnosed based on the occurrence or absence of simultaneous symptoms. Both the 
detection and diagnosis approaches are inspired by and remain very close to HVAC 
diagrams. 

In the second section of this article, we address briefly fault detection and diagnosis 
methods for building energy performance and explain how HVAC system engineers 
work with HVAC schematics. Section 3 describes the proposed architecture for 
Energy Performance FDD and shows validations through a simulation experiment 
and results from a case study. In Section 4, we present conclusions about the 
architecture, followed by recommendations for the implementation of the proposed 
reference architecture. 

2.2. Energy performance FDD and HVAC design 

The International Energy Agency (IEA) established Annexes 34 [14], 40 [15], 47 
[16], 53 [17] and 58 [18] as well on the subject of continuous commissioning, which 
focus on operational energy performance analysis (automated or non-automated) as 
well on energy diagnostic tools. In the EU, the implementation of the EPBD has also 
led to the development of prototypes for energy diagnostic tools [19,20]. 

Literature includes several FDD methods for HVAC systems. See 
[11,21,22,23,24,25], which present complete overviews of FDD methods relating to 
energy performance. FDD methods are commonly classified as quantitative model-
based, qualitative model-based and process history-based [26,27]. Most of the 
quantitative model-based methods apply mathematical physical models, also called 
white box models, examples are presented in [8, 19, 20, 28, 29, 30]. The qualitative 
model-based methods look at the state of a system and its component. Most of them 
are rule-based and use if-then-else rules, see [31], based on expert rules and on 
measured operational states. In the process-history based methods, also referred as 
data-driven methods, historical BMS data is used to estimate trends, patterns and 
outliers. Patterns can be extracted from energy signatures ([18,32,33,34,35]) which 
consist of scatter diagrams and carpet plots for energy consumption and state values 
like supply temperatures. These data-drive methods may use also regression methods 
[30,34] and grey boxes [36] energy models in which the parameters are estimated by 
historical data. Other authors have used more abstract mathematical methods like 
principal component analysis (PCA) [37,38], artificial neural networks (ANN) 

5 This research was founded by SIA (Taskforce for Applied Research), which is part 
of the Netherlands Organization for Scientific Research (NWO). 
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[39,40] and support vector machines (SVM) [41,42], especially to detect faults in 
components like sensors. 

Despite the availability of methods, FDD tools are not commonly applied in practice, 
especially not when it comes to their application to energy performance diagnosis. A 
first reason for this is that the methods that have been developed are highly specific 
to components and systems, like certain types of sensors, chillers, air handling units, 
and variable volume systems, and this makes broad application and standardization 
difficult. Second, the construction of FDD models is very time consuming and HVAC 
engineers are therefore reluctant to build such a model.  Third, in case of data-driven 
models it is very difficult to know the extent to which historical data represent correct 
operation. Fourth, none of the existing approaches can be easily expanded to 
accommodate novel energy systems (e.g., smart energy grids [43,44], in which 
energy generators, distribution systems and consumers are linked, thermally activated 
building systems [45], aquifer thermal energy systems (ATES) systems [46], adaptive 
facades [47]) or even new combination of components. Thousands of different 
combinations of components can be encountered in HVAC systems, therefore the 
development of FDD methods specific to one system should not be recommended. 
Fifth, different FDD methods are proposed for HVAC components, controls, indoor 
environment and energy performance and an integrated overall approach is clearly 
lacking. Sixth, generic automation of energy performance FDD has yet to be realized. 
In most cases only the monitoring of data through the BMS is automated, as well as 
the detection of some critical symptoms and energy experts are needed to diagnose 
the faults.  

Finally, the above-mentioned energy-performance FDD methods have yet to be 
integrated into HVAC designs. A method that could be directly and easily 
implemented during the HVAC design process would offer several important 
advantages: 

- It could become an integral part of the HVAC system and its control design
activities. This would save money and avoid BEMS design faults.

- Control engineers are best able to determine which sensors are needed.
- HVAC engineers are best able to determine energy performance metrics and

alarm thresholds.

The subject of this paper is therefore the development of a reference architecture for 
energy performance FDD which would incorporate on a systematic and organized 
way multiple symptom detection methods (based either on quantitative or qualitative 
models or on process history) and use one diagnosis method to determine the faults 
over all levels of an HVAC system, whatever the lay-out and components of this 
HVAC system may be.  
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Figure 2.1. The (simplified) HVAC schematic diagram of the heat and cold generation system in the THUAS building. 
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In the design stage, HVAC designers always use system theory (whether consciously 
or unconsciously) to determine the specifications of the objects (components, sub-
systems and systems) and their control. Designers create HVAC schematic diagrams 
that describe the functionality of the systems. In these HVAC schematics, the main 
HVAC and control components are represented by symbols connected by lines 
representing water, air or signal transfer.  

In Figure 2.1, we present a simplified (e.g., the control systems are not depicted) 
example of an HVAC schematic diagram for the heat and cold generation in the 
building of The Hague University of Applied Science (THUAS) in Delft, which 
serves as the specific case for this study. Such systems have been common in non-
domestic buildings built in the Netherlands in the past 15 years. All of the main sub-
systems of the complete system are shown and numbered. The purpose of this 
diagram is to show the complexity of current HVAC systems due to the presence of 
many modular sub-systems, like heat pumps, boilers, heat exchangers, valves, pumps 
and sensors. All these components can be faulty, which results in very complex 
energy performance FDD systems. Such HVAC diagrams are used during the design 
phase to determine the capacities, dimensions and controls of the components 
according to energy, mass and pressure balances. During the operational phase, 
experts use the same diagrams (which are usually presented in the user interface of 
the BMS) to diagnose faults in the system. The solid lines in Figure 2.1 depict supply 
pipes and the dashed ones return pipes. The diagram contains a boiler (33), a heat 
pump (12) and an ATES system (components 7, 8, 17, 18, 19, 31 and 32). The cold-
water system (28, 29, 30, 36, 37 and 38) used to distribute cold in the building and 
the hot water system (26, 27, 34 and 35) used to distribute heat can be seen on the 
right part of the diagram. The diagram contains sensors for flux (noted in this figure 
as FT) and temperature (noted in this figure as TT). These diagrams can be based on 
national or international standards. For example, national standards are available in 
the Netherlands by ISSO 44 and 47 [48,49] and in Norway by NS 3451, noted by 
Djuric and Novakovic in [50], which can be used for constructing generation, 
distribution, node (headers and buffers) and emitter systems (in-room terminal 
systems) as presented in draft prEN 15603:2013 [51]. Guidelines are also available 
for the measurement points for energy monitoring (e.g., [52,53]). 

None of the existing frameworks for constructing energy-performance diagnoses 
indicated in literature overviews are consistent with (or based on) approaches to 
design and operations that are based on the modularity present in HVAC diagrams. 
As demonstrated in the following discussion, such an approach is promising, not only 
because it is better suited to the thinking processes of energy and HVAC experts and 
to the design of the system to be diagnosed, but also because it makes it possible to 
overcome the following main problems which are addressed in detail in Section 2.3. 
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- Energy diagnosis at the level of modular sub-systems and systems as a whole 
is far from being fully automated. 

- No standardised generic diagnostic tools are available yet. 
- There is no open framework based on a reference architecture within which 

detection methods can easily be adapted, extended, or replaced. 
- Unreliable sensor data leads to unreliable or faulty diagnoses. 
- Implementation is costly. 

2.3. Proposed reference architecture for automated energy 
performance diagnosis 

In this section a reference architecture for automated energy performance diagnosis 
is proposed which would overcome the problems mentioned in section 2.  In this 
architecture a strong distinction is made between the detection and diagnosis stages. 
In the detection phase multiple methods can be applied to estimate symptoms and in 
the diagnosis phase one method is applied, which identifies the faults that lead to the 
detected symptoms. In the same way that a doctor diagnoses the probability of a 
disease based on detected symptoms, energy waste in a building can be diagnosed 
according to energy-related symptoms that have been detected. Diagnoses can be 
applied simultaneously at the level of individual components (analogous to a 
diagnosis at the level of individual organs) and of entire buildings or HVAC systems 
(analogous to the holistic approach of a doctor asking about fever, fatigue or 
nutritional patterns). In medical diagnoses, the presence and absence of symptoms 
are used simultaneously to estimate the probabilities of a specific disease. Symptoms 
can be estimated using a variety of detection methods. For example, in the medical 
world, a diagnosis might be based on blood and urine tests, in addition to the 
observation of physical and mental phenomena.   

Like the human body, HVAC systems consist of sub-systems that work together 
simultaneously. In both cases, diagnoses must be based on the simultaneous analysis 
of various sub-systems and aggregated systems, which are connected by components 
that transport energy, mass and information. This is the foundation of system theory. 
The input of an energy system affects its output in a known way: the laws of 
conservation of energy, mass and pressure. It would therefore be logical to use mass, 
energy and pressure systematically as a foundation for diagnosis. For energy, the law 
of conservation is the first law of thermodynamics and for pressure, it is Bernoulli’s 
law. Although Wang and Wang [54] have applied energy balances to correct biased 
faults in sensors of a chilling plant, it has never been applied on a systematic way for 
HVAC systems and sub-systems. In the next sections we will show how the laws of 
conservations can be used to generically detect symptoms, and how they can be 
complemented with three other types of symptoms. In Section 2.3.1 symptom 
detection in the reference architecture is described followed by the diagnosis in 
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Section 2.3.2.  Section 2.3.3 is about simultaneous multi-level detection and 
diagnosis. Next, in Section 2.3.4 the reference architecture is demonstrated in a virtual 
(simulation) experiment, followed in Section 2.3.5 by results with actual data over a 
period of 28 days. Finally, the sensitivity of the method to the number of sensors and 
to prior probabilities in the DBN models is discussed in Section 2.3.6. 

2.3.1. Detection of symptoms 

In FDD methods for energy performance, several symptom detection methods are 
encountered.  In quantitative model-based methods detection is made by comparing 
actual energy performances with simulated ones ([21,54]). In rule-based methods by 
using the operational state of systems, components and controls, see e.g., [26,27]. In 
data-driven detection methods by tracking deviations from supposedly correct 
operational patterns. Sometimes additional information based on maintenance and 
inspection data is used too [31]. Because many symptoms are encountered, we 
propose to classify them into four categories that will be explained in detail hereafter. 
These four categories are based on our observations how HVAC experts carry out 
energy diagnostic in practice. We further link these four categories to the theoretical 
approaches found in literature. 

1. Balance symptoms: based on balance deviations. This is a quantitative
model-based approach, based on system theory. However, it does not use
complex white box models, but just balance equations.

2. Energy Performance (EP) symptoms: based on deviations in energy
performance metrics. Both quantitative and qualitative model-based
approaches can be applied here (see explanations further in this section).

3. Operational state (OS) symptoms: based on deviations in the operational
state from the expected state. This is either a qualitative model-based
approach or a data-driven approach, in which historical data can be used to
estimate outliers.

4. Additional symptoms: based on additional information. This may be based
on historical data or on maintenance or inspection data, but also on the
results from a specific FDD method included in a component by the
producer.

The first type of symptoms is generic, while the last is generally system specific. 
Although second and third types are generic, their set values are not. They are 
explained in further details hereafter. 

Balance deviation, which is directly linked to laws of mass, energy and pressure 
conservation and system theory, forms the foundation for the detection of symptoms. 
To estimate the balances, quantitative (thermodynamic) models are used. However, 
opposite to most models find in literature, these models are very simple. If the 
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timespan used for energy calculation is large enough to eliminate transient effects, 
these models are reduced to the fact that the sum of the inputs to a system or 
subsystem should be equal to the sum of the outputs. As all systems and sub-systems 
are described in the HVAC schematic diagrams, it is easy to describe the balances 
simultaneously with HVAC systems and to implement them in the BEMS 
simultaneously with the HVAC control system.  

An example of heat and work exchanges between (aggregated) systems based on 
Figure 2.1 is presented in Figure 2.2. In this figure the systems 1 to 39 are shown in 
red for 8 aggregated systems. Heat amounts between systems can be calculated from 
temperatures and flow rates at the in- and outlet sides of each system 

Figure 2.2. Energy exchange based on Figure 2.1. 

Similarly, EP deviations offer a generic way of detecting symptoms, by comparing 
the performance of specific components relative to product specifications and the 
performance of systems to simulation results, benchmark values or guidelines. 
Examples include comparing efficiencies (the efficiency of a heat exchanger) and 
performance factors of components to product specifications (e.g., the coefficient of 
performance (COP) of a heat pump) or the yearly energy consumption to a 
benchmark. Energy performance metrics based on seasonal values can be used, and 
also shorter times can be applied (day, hour etc.).  The level of detail of the EP metrics 
is not fixed in the reference architecture. Depending on aims and costs benchmark 
metrics can be used or results from simulation models.  The EP symptoms can be 
estimated by a mix of quantitative models (if the actual EP has to be calculated, as is 
often the case with the COP value) and qualitative models (comparison with expected 
values).  

Further, OS deviations emerge from the comparison between measured state values 
(e.g., a supply temperature or energy signatures) and their control set points. These 
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symptoms can be detected by the use of qualitative models and history-based 
regression models. 

Additional information can further enhance the diagnosis. This additional 
information can contain results of specific component FDD methods already 
integrated in components by suppliers. With regard to monitoring faults, additional 
information may include the maintenance state of sensors. With regard to energy 
performance, it could include maintenance and inspection information on 
components (to rule out the presence of faults in these components) or historical data 
trends (e.g., decrease of COPs of systems over the years due to ageing). Such 
additional information is relatively specific to systems or buildings, however, and it 
is likely to be more cumbersome to implement.  

2.3.2. Diagnosis 

Diagnoses by HVAC experts are usually based on a probabilistic approach, starting 
from the most visible symptoms and being further refined by determining which other 
symptoms are present or absent. DBN diagnoses offer a promising solution in this 
area, as they are based on processes that are similar to the operational methods of 
HVAC experts. DBN draws upon a Bayesian statistical approach, which closely 
resembles system theory and in which the probability of faults is calculated according 
to the occurrence of symptoms. The outputs of the DBN are not Booleans but can 
take all possible values between 0 and 100 %, which can help to reduce Type I and II 
errors.  Symptoms and faults can be represented in a network model (the DBN), which 
has been applied in the field of healthcare (see e.g., [55,56]). Although it has also 
been applied in the context of fault detection in HVAC components and systems [57-
60], it has yet to be applied at the level of entire HVAC systems or for purposes of 
energy performance diagnosis.  In addition, DBN is well suited to coping with 
simultaneous symptoms and indeterminate information. Moreover, as noted by Zhao 
[58], DBN even generates outcomes when conflicting symptoms are detected. Most 
of the faults referred to in literature are specified by type of HVAC component6 and 
control (e.g., chiller, air handling units and control of supply temperature) and aspect 
(e.g., fouling of a heat exchanger, biased or frozen sensor). However, our experience 
is that faults in data pre-processing and in the models used for FDD models occur 
often as well. All these faults can be divided into three general categories: 

1. Component faults:  installation or design of too low or too high capacities;
fouling and degradation of components due to ageing and failure. Sensors

6 Here we define a component as a component, sub-system or system in which 
energy is exchanged or transformed. 
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are considered as components as well. These component faults are also 
referred to as hard faults in literature [6]. 

2. Control faults: incorrect set-points for controllers, timer settings, on-off 
control of components, software faults. 

3. Model faults: faults in the quantitative models that are used to estimate 
missing and derived measurements or parameters. Both control faults and 
model faults are also referred to as soft faults in literature [6]. 

The relationship between the four types of symptoms and three types of faults is 
depicted in Figure 2.3 and explained further below. These relationship diagrams can 
be used directly and very easily to construct a DBN, as will be shown in Section 2.3.4. 

 

 

 

 

Figure 2.3. Relationship between types of symptoms and faults.  
(EP: Energy Performance; OS: Operational State)  

 

As shown in the figure, there are a multiple relationship between symptoms and 
faults. A model fault cannot, by nature, cause an OS symptom (an OS is measured by 
essence and is not the result of a calculation), however it can impact both balance and 
EP symptoms. A given component fault can lead to balance symptom (e.g., 
forthcoming from a sensor fault), EP symptom (e.g., forthcoming from the 
degradation of a generator), OS symptoms (e.g., failure to obtain the supply 
temperature due to low heat-pump capacity) and additional symptoms (e.g., 
breakdown of a pump). In the same way, control faults can lead to OS and EP 
symptoms, but will never affect balance symptoms. 

An HVAC system like the one of Figure 2.1 consists of commercial HVAC products 
consisting in turn of components and sub-components that can be faulty. For 
example, a heat pump consists of an evaporator, a compressor, an electromotor, a 
condenser, an expansion valve, sensors and a control system. Our reference 
architecture focuses on the main components of the HVAC system as bought from 
suppliers (e.g., heat pump, distribution pumps, boilers and heat exchangers) and do 
not take into account their sub-components. We assume that producers of HVAC 
components will eventually deliver their own FDD methods for estimating faults in 
their sub-systems (whether now or in the future). We therefore propose an 
architecture that helps to estimate faults in trade components but that does not go 
inside these components. However, the architecture supports the integration of results 
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of external FDD methods as additional symptoms, which makes this architecture 
generic and expandable during the service life of the equipment. 

2.3.3. Simultaneous multi-level diagnosis 

Some methods (see references in section 2.2) propose a hierarchical multi-level 
approach. In the top-down approach, the energy performance analysis starts at the 
level of the building as a whole, proceeding to the investigation of lower levels only 
if symptoms are detected in the initial diagnosis. One important disadvantage of the 
top-down approach is that it may fail to reveal faults at lower levels (e.g., in 
components or control systems), thus making it impossible to optimise energy 
consumption. Also, a decision tree is needed to analyse the correct subsystems. On 
the other hand, a bottom-up approach could lead to time-consuming diagnosis and 
correction analysis of sub-systems, yielding only marginal energy savings at the 
whole-building level. Furthermore, because energy analyses are performed separately 
at different levels without any integration between levels, any diagnosis produced in 
this way remain uncertain and difficult to interpret, due to the indeterminate character 
of the fault isolation (see further in this section).  
We therefore propose an integral approach that diagnoses faults through simultaneous 
diagnosis on multi-levels. The system as a whole can be divided into sub-systems 
(see Figure 2.2), which also contain sub-systems (e.g., the numbered sub-systems 
displayed in the HVAC diagram in Figure 2.1, other subsystems, more or less 
aggregated are possible too). Note that all these systems and sub-systems can contain 
control systems, which are not shown here. For example, a heat pump has its own 
control system (for safety purposes), and it can contain an embedded control for 
supply temperature, which in turn involves the evaporator and condenser modules. 
Higher-level controls can also be connected by lower-level sensors and actuators. For 
example, the heat pump can be switched on and off by a time schedule at the level of 
the HVAC system.  
Symptom detection takes place simultaneously at the level of aggregated systems and 
at the level of the sub-systems. In this approach, the problem of fault isolation is not 
as indeterminate as in a top-down or bottom-up approach, given the availability of 
more equations and the attainment of a certain level of redundancy. In the following 
discussion, this approach is explained according to a simple generic example in which 
sensor faults in a thermal system consisting of two connected systems (see Figure 
2.4) must be isolated. Input and output of thermal energy can be calculated from data 
produced by two temperature sensors and one flow sensor. Considering a large 
enough time period, for instance one day, a steady-state model can be applied to 
detect energy balance symptoms. The connection between the systems makes it 
possible to consider three systems in the analysis: A, B and the aggregated system C. 
If only system A is considered, six sensor faults are possible, while only two balance 
equations (one for energy, one for mass), therefore two symptoms, are present. The 
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degree of indeterminacy of the diagnose is 4. If the neighbouring system (B) and the 
aggregated system (C) are also taken into account (see Figure 2.2), nine sensor faults 
are possible, while six balance equations are available (three energy balances and 
three mass balances, therefore 6 symptoms). The diagnosis is therefore less 
indeterminate, as the degree of indeterminacy decreases to 3. The more sub-systems 
and aggregated systems are used, the more determined the diagnosis will be. When 
OS and EP symptoms are considered according to state values for different operating 
modes of the HVAC system – as when the system is off (e.g., the inlet water 
temperature has to be equal to the outlet water temperature) and additional symptoms 
(e.g., the water flow is zero when a pump is off) are added – the number of equations 
increases, and faults can be identified almost exactly. 
 

 
 

 

 

Figure 2.4. An aggregated system consisting of two sub-systems. 

 2.3.4. Application of the reference architecture on an HVAC system 

The proposed reference architecture is applied below for a relatively simple part of 
the THUAS HVAC system, in order to demonstrate how to construct a DBN model 
based on the HVAC schematic diagram.  We use the HVAC diagram of the heat-
pump system (see Figure 2.5), which consists of systems 11, 12, 13 and 40 in Figure 
2.1, aggregated to the ‘Heat pump system’ in Figure 2.6. A heat pump is a 
thermodynamic machine that upgrades thermal energy from low to high temperature 
levels. Heat from a heat source is delivered to the evaporator of the heat pump, while 
the pump’s condenser supplies this heat to the heat distribution part of the HVAC 
system at a higher temperature. The heat pump is powered by a compressor. The 
HVAC diagram of the heat-pump system is depicted with its two control systems, 
which are located on the evaporator and condenser sides of the heat pump (see Figure 
2.5). The heat pump and pumps CP1 and CP2 are switched on when heat is needed. 
The inlet hot water is a mixture of the return hot water (which is measured with the 
temperature sensor TT4) and the outlet hot water from the condenser (hot-water 
supply). The temperature of the hot-water supply, which is measured by the 
temperature sensor TT3, is set by the controller TC2, which actuates the position of 
the three-way valve TCV2. Once the valve is open, the pomp CP2 is activated, and 
the heat pump starts. In the same way, TC1 controls the temperature of the cold-water 
supply with the valve TCV1. The temperature sensors TT4 and TT1, and the flow 
sensors FT1 and FT2 are installed for monitoring purposes. 
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Figure 2.5. HVAC schematic diagram of a heat pump system 

Figure 2.6 shows also the heat pump system as a black box. The heat exchanged 
towards other coupled systems are Qcond and Qevap which are calculated from flow 
rate and temperature sensors. 
Given the generic character of such a water-to-water heat-pump system, once it has 
been translated into a DBN model, it can be used in many other HVAC systems.  A 
library of such generic models could therefore be constructed. 
In this example, we focus on symptoms of types 1 to 3 (Balance, EP and OS, see 
Section 2.3.1), as they are generic. 

Figure 2.6 Black box model of a heat pump system 

• The energy balance on the total heat-pump system A is non-zero (balance
symptom). This is the only possible balance symptom as it is impossible to
make balances on systems 11,12,13,40, as they are not equipped with the
sensors needed to make such a balance.
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• The actual COP of the heat pump (System 12) is lower than the COP 
specified by the heat-pump producer (EP symptom). No other Energy 
Performance symptoms can be determined as the only specifications found 
in the suppliers’ documentation is the COP of the heat pump. 

• The temperature of the hot-water supply from System 13 on the condenser 
side (TT3) differs from specifications (e.g., too high; OS symptom). 

• The temperature of the cold-water supply from System 11 at the outlet of 
the evaporator (TT2) differs from specifications (e.g., too low; OS 
symptom). These two values (TT2 and TT3) are the only ones being 
controlled, so no other operational symptoms can be determined. 

 
Note that in case more data would be available, additional symptoms could be added, 
like an additional EP symptom if benchmark values for heat pumps are known, 
additional symptoms (type 4) in case time series of COP values in past years are 
known or OS symptoms if the specific values of FT2 or FT1 are indicated in the 
commissioning documents. For the following analysis, we consider only the four 
symptoms described above. 
If one or more of these symptoms is observed, the fault(s) leading to these symptoms 
has to be determined. All three types of possible faults (see Section 2.3.2) can be 
encountered, leading to 15 possible faults (each control, component and sensor 
described in Figure 2.4 can be faulty, as well as each model; the possible faults arise 
in fact from a simple inventory of these controls, components, sensors and models). 
 

• Two control faults for the water outlet temperature of the condenser and 
evaporator (there are only two controllers TC2 and TC1). 

• Twelve component faults: seven sensor faults, a heat-pump fault, two pump 
faults (CP1 and CP2) and two valve faults (TCV1 and TCV2). 

• One model fault for the heat balance of the heat-pump system (this is the 
only model used). 

 
Based on system theory (as represented in the HVAC diagram presented in Figure 
2.5 and on the descriptions above), the corresponding generic DBN for the heat pump 
is depicted in Figure 2.7. We refer to [58,59] for further detailed explanation on the 
working of DBNs, as describing DBN’s is not the purpose of this paper. Note 
however, that the DBN of Figure 2.7 can be easily constructed and understood when 
looking at Figure 2.5. 
The four possible symptoms that can be observed in the detection layer are presented 
in yellow. The blue nodes are related to Qevap and Qcond which have values that 
must be calculated from the sensor data. For example, the energy of the compressor 
and the amounts of heat exchanged in the condenser and evaporator must be m 
calculated from the BMS data (using the volume flow and two temperatures) before 
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the heat pump’s COP can be calculated, or before the balance in the heat pump can 
be established. Note that in Figure 2.7, we have aggregated faults in TC2, TCV2 and 
CP2 in one fault node ‘Control Thw’ (idem ‘Control Tcw’ for TC1, TCV1 and CP1), 
as these three faults would lead to the exact same symptoms and cannot be 
differentiated, therefore. Differentiation would only be possible if an additional OS 
symptom on FT2 would exist. As this is not the case (no set point value is known in 
this specific case), differentiation is not possible yet. 

Figure 2.7. A generic DBN model for a water-to-water heat-pump system and its 
control system. 

All possible faults (i.e., faults that could lead to specific symptoms) are presented in 
purple. Their number is limited to 15, the approach is generic, and it can be applied 
to almost all kinds of heat pump systems. 
For example, consider the possible symptom ‘too low COP of heat pump’ (indicated 
as COPhp in Figure 2.7), which is obtained through comparison of actual COP values 
to the heat-pump specifications. As indicated in the DBN there are six direct causes 
that can lead to the occurrence of this symptom: a malfunctioning heat pump, the 
(calculated) evaporator heat, the (calculated) condenser heat, the measured 
compressor work ET1 (this meter measures the heat pump’s electricity usage 
Ecompr) or incorrect control of the supplied hot or cold-water temperatures (or a 
broken valve or pomp). If the problem is in ‘Control Thw’ it would probably also 
cause a symptom in the measured temperature of the hot-water supply. The term 
‘probably’ is used, as one cannot be 100% certain that this will occur, given the 
possibility that the error in the hot-water system could be compensated by a fault in 
sensor TT3. The occurrence of the two symptoms ‘COPhp’ and ‘Supplied hot water 
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temperature’ would therefore indicate that a fault in ‘Control Thw’ is more likely to 
be the cause of the observed symptoms. 
The symptom ‘energy balance heat-pump’ can be affected only by faults in the 
(calculated) condenser heat and the (calculated) evaporator heat (therefore by faults 
in TT1, FT2, TT3, TT1, FT1 or TT2), as well as by a fault in the electricity meter 
ET1, or a fault in the heat pump’s energy model (e.g., due to the neglect of heat 
losses). The combination of the symptoms ‘energy balance heat pump’ and ‘COPhp’ 
would reduce strongly the number of possible faults as this symptom combination 
could be caused only by a problem in the calculated condenser heat (Qcond)7. 
A problem in the condenser heat (Qcond) can be due to incorrectly measured values 
of TT3, TT4 or FT2 by faulty sensors. In that case, the present symptom of low COP 
could be false, as the problem is caused by a biased sensor, while the COP is actually 
correct but measured incorrectly. In this way, FDD of components (including 
sensors), controls and energy performance are completely integrated with each other. 
Generic DBN models can be constructed easily for all kinds of HVAC systems, and 
they can consist of DBN sub-models for energy generation, distribution and emitter 
systems. The development of an open library of such standard models (like we did 
for the heat pump) would help HVAC and control engineers to build quickly a whole 
HVAC DBN model, by assembling the basic models. 

2.3.5. Virtual simulation experiment with two symptoms detected 

The reference architecture applied on the heat pump system of Figure 2.5 with usage 
of the DBN model shown in Figure 2.7 was first tested using a simulation experiment. 
In DBN two kind of nodes, parent and child nodes, are distinguished. Parent nodes 
have so called prior probabilities for states which are independent of other nodes 
while child nodes have conditional probabilities depending on the state of parent 
nodes and other child nodes. In the proposed DBN for energy performance diagnosis, 
fault nodes (purple in Figure 2.7) are parent nodes, while symptoms (yellow in Figure 
2.7) are child nodes (see e.g., [58]). For the sake of simplicity, we distinguish in this 
paper only two events for the parent nodes: true (there is no fault) or false (there is a 
fault), and we assign to the parent nodes prior probabilities of 95% and 5% for the 
true and false states (for a discussion on the sensitivity of the results to these choices, 
see Section 2.3.7).  In other words, all fault nodes (purple) have a probability of 5% 
to be faulty and we do not consider the possibilities of parent nodes being ‘a bit 
faulty’. Also, for purposes of simplification, we assume that, if a parent node is false, 
the conditional probability that the child nodes will be false is 95%. It is therefore 
possible that a symptom will be absent despite the presence of a fault, given that faults 

 
7 Neglecting here for the sake of demonstration the fact that both faults could appear 
simultaneously while not being caused by a common fault (e.g., this could happen in 
the case where TC2 and TT4 are both faulty) 
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can compensate each other. The DBN model depicted in Figure 2.7 with the 
aforementioned probabilities has been implemented in GeNie [61], a DBN software 
application. 
In fault diagnosis, false probabilities of all fault nodes are estimated simultaneously 
according to the observed occurrence or absence of symptoms. In our virtual 
simulation experiment, we assume two symptoms are detected: the COP of the heat 
pump is low (EP symptom) and the condenser outlet temperature is too high (OS 
symptom). No other symptoms are detected. These two symptoms are fed into the 
DBN model, which yields the fault probabilities for the control of the hot-water 
supply temperature ‘Control Thw’ (or broken valve TCV2 or broken pump CV2, see 
previous section) (98%), for the heat pump (5%) and for sensor TT3 (3%). The other 
fault nodes indicate no fault probability. As expected in this simple experiment, the 
DBN shows clearly that the low COP has been caused by the control of the supply 
hot-water temperature ‘Control Thw’. Similar experiments were conducted with 
other possible combinations of symptoms, leading to the determination of the 
expected faults. This experiment shows a correct fault diagnosis despite the strong 
simplifications made for the values of the prior and conditional probabilities.  

2.3.6. Application to the heat pump system in THUAS building 

The reference architecture has been tested on the HVAC system shown in Figure 2.1 
for 28 days in November and December 2013. Actual 4-minutes data from the BMS 
was available. The results for the heat pump system of Figure 2.5 are presented below. 
Daily balances were set up for systems 11, 12 and 13 (see Figure 2.5). This was 
possible because, opposite to what was done in Section 2.3.4, all systems connected 
to the heat pump system (see Figure 2.1) were taken into account. For energy 
performance symptoms daily heat pump COPs for heating and cooling were 
considered. When the absolute deviation between measured value and specified EP 
value is higher than 5 %, a symptom is detected. Considering OS symptoms, daily 
temperature values when the system is off (on Sundays only) were taken into account. 
When the system is off, TT04-06, TT04-04 and TT04-05 should be equal, as well as 
TT04-03, TT04-01 and TT04-02. As threshold value, we considered that the 
temperature difference should be lower than 0.4 K. 
The detection process during these 28 days resulted in balance symptoms, energy 
performance symptoms and operational state symptoms as summarized in Table 2.1. 
Next, these symptoms were fed to the DBN model. In this model prior probabilities 
were set to 95 % and conditional probabilities to 98 %. The diagnosis was carried out 
daily and resulted in a fault probability for the sensor TT04-04 varying between 60 
and 100 % during the considered 28 days. The fault probabilities for sensors TT04-
05 and TT04-05 varied between 0 and 40 % during the same period. Checks in the 
system showed that TT04-04 was wrongly placed. 
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Table 2.1. Symptoms detected during the 28-days measurement period 

 
Because the fault probabilities of sensor TT04-04 are much higher than those for 
TT04-05 and TT04-06 and occurred all days of the measurement period, we proposed 
an automated bias correction for sensor TT04-04. From the expected operational 
states (values of TT04-06 and TT04-05 on Sundays) we estimated the bias to be 1.2 
K. After correction of the BMS value data for TT04-04 with this bias, we have applied 
the symptom detection and fault diagnosis process all over again. Not a single 
symptom was detected, showing this way the possibility for automated correction of 
biases. 

2.3.7. Influence of the number of sensors and probability values of the 
nodes in the DBN 

The DBN model can easily be extended with symptoms and faults if needed for 
specific systems. Another advantage of these DBNs is that the diagnosis generates 
results even if few symptoms are present. In our simulation experiment (Section 
2.3.5), if the supply temperatures TT1 and TT3 had not been measured (as commonly 
occurs in practice), the heat pump, ‘Control Thw’ and ‘Control Tcw’ would have had 
a fault probability of 35.1%. All other fault properties would have been less than or 
equal to 1%. Despite the fact that the diagnosis would not have detected 
unambiguously a fault in the heat pump, ‘Control Thw’ or ‘Control Tcw’, the model 
converges at least to these three possible faults. Thus, also when few sensors are 
available, which can be the case for older HVAC systems, the reference architecture 
is valuable.  
 
In the literature (see [11]), the estimation of the prior and conditional probabilities 
has been identified as a disadvantage of DBN. To our view, the exact value of the 
diagnosis outcomes in our framework is not as relevant to the diagnosis as are the 
relative probabilities of the various faults. As demonstrated in this experiment, 
precise probability values are not needed in order to isolate faults.  This was also 

Detected symptom Symptom 
type 

Additional Explanation 

Balance system 11 
wrong 

Balance System 11: Evaporator group heat pump 

Balance system 12 
wrong 

Balance System 12: Heat pump 

COPcooling too high Energy 
Performance 

COPcooling is defined as heat to evaporator of the heat pump 
divided by compressor work. According to the specifications 
this COP should be lower than 3.5 

Deviation  
TT04-04–TT04-05 

Operational 
state 

Deviation water temperatures in evaporator group. See Figure 
2.2 for these sensors (deviation higher than 0.4 K). 

Deviation  
TT04-04–TT04-06. 

Operational 
state 

Deviation water temperatures in evaporator group. See Figure 
2.2 for these sensors (deviation higher than 0.4 K). 
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shown in the case study in Section 2.3.7. Furthermore, we have conducted the 
diagnosis several times with differing prior probabilities varying between 80 and 98% 
in different combinations. In all cases it led to the identification of TT04-04 as being 
the fault.  

2.4. Conclusions and recommendations 

In this article, we propose a reference architecture integrating energy diagnosis and 
FDD systems into a single framework, remaining very close to HVAC diagrams and 
the manner in which HVAC systems and their associated control systems are 
designed. It has been constructed by analogy with how HVAC experts carry out 
diagnostics. In this architecture detection of symptoms and diagnosis of faults finds 
place separately.  
In the first stage, symptom detection, four types of symptoms are used: balance, 
energy performance, operational state and additional symptoms. The first three types 
are generic (although the set point values of EP and OS symptoms are case specific) 
and the complete list of the possible symptoms can easily be described at the same 
time and by the same engineers constructing the HVAC diagrams and their control 
systems. 
In the second stage, the diagnosis itself, three possible types of faults, model, 
component and control faults are identified. Here again, a complete list of possible 
faults can easily be obtained by listing all components, controls and models in the 
HVAC diagram. All possible symptoms and faults are then connected to each other 
in a DBN model following closely the connections between systems and the 
measurement points as indicated in the HVAC diagram. The DBN model is then fed 
with the detected symptoms and estimates automatically the fault probabilities which 
lead to the observed symptoms. The diagnose takes place simultaneously through all 
levels of the system. This architecture is summarised in Figure 2.8.  
One of the strengths of this reference architecture is that specific already existing 
methods for symptom detection, like quantitative, qualitative and data-driven 
methods can be used to search for deviations in EP, OS and additional symptoms. 

In the design phase, next to the generic balance symptoms, simple rules for the 
identification of OS and EP symptoms can be used (like comparison with product 
specification), while, in a later stage, more complex methods can be introduced if 
needed. Because the approach is generic and systematic, the method can be applied 
to almost all HVAC systems. 

By developing a library of detection models and DBN models for sub-components 
(in this paper we showed a generic model for a heat pump) the implementation of an 
energy performance FDD system during the HVAC design will be fastened. Because 
the DBN model consists of systems and sub-systems with the same four types of 
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symptoms and three types of faults a simultaneous multi-level diagnosis is possible, 
thereby strongly increasing the ability of the DBN to diagnose faults precisely. A 
simulation experiment and a case study with actual measurements have shown the 
capabilities of the reference architecture. 

 

 
 
 
 
 
 
 
 
 

 
 

Figure 2.8. Summary of the architecture  
for automated energy performance FDD. 

The proposed reference architecture for energy performance diagnosis largely 
overcomes the problems stated in the introduction: 

• It simplifies the implementation of the BEMS, as the structure of the DBN 
resembles that of HVAC schematic diagrams. Because both models are 
constructed of connected sub-systems, they can be easily constructed at the 
same time and by the same designers of the HVAC system and its control 
system. 

• It addresses the problem that one symptom can be caused by more faults and 
that one fault can cause diverse symptoms, as the DBN method generates 
fault probabilities in the same way that HVAC experts arrive at diagnoses. 

• It integrates fault diagnosis and energy performance analysis in one 
framework. 

• It allows fully automated detection and diagnosis. 
• It allows the application of all kinds of FDD methods for symptom detection 

purposes and the easy replacement and extension of detection methods (e.g., 
with the FDD methods of suppliers of HVAC components and control 
systems). 

• It enables the simultaneous diagnosis of aggregated systems and sub-
systems and offers therefore a modular approach. 
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In future research, a number of points that needs further exploration and 
demonstration should be addressed, like optimal time intervals for the analysis of 
diverse balance, EP and OS symptoms, the influence of the prior and conditional 
probabilities in the DBN models (the subject was touched in our paper, but need 
further demonstration), the implementation of  HVAC operating modes as additional 
symptoms or OS symptoms and the application of the reference architecture to in-
room terminal systems (e.g., demand controlled ventilation at room level). 
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3. P&ID-based symptom detection for automated
energy performance in HVAC systems 

 This chapter has been published as: 

Arie Taal, Laure Itard, “P&ID-based symptom detection for automated energy 
performance in HVAC systems”, Automation in construction 119 (2020) 103344 

In this chapter, a set of symptom detection methods based on balances, energy 
performance and operational states is discussed which can be extracted from HVAC 
P&IDs. Detection is applied in a case study for the thermal energy plant of the 
building of the Hague University of Applied Sciences. 

3.1. Introduction 

Energy use in the operational phase of buildings is higher than predicted, for instance 
by energy simulations, during the design phase, see e.g., [1]. Continuous 
commissioning by a building energy management system (BEMS) can help to reduce 
this unnecessarily high energy consumption. However, fully automated building 
energy analysis systems including fault detection and diagnosis (FDD) are not often 
applied in practice. An important reason is that these systems are not setup and 
implemented simultaneously with the heating, ventilation and air conditioning 
(HVAC) system. In the present article, the authors develop further the symptom 
detection - which indicates the presence of faults - part of the 4S3F (four categories 
of symptoms and three categories of faults) method for energy purposes and apply it 
to a case study of a thermal energy generation system. The 4S3F approach using 
process and instrumentation diagrams (P&IDs) remains close to the way HVAC 
experts diagnose problems. A first draft of this method, described in [2], in which the 
4S3F architecture was tested on a simple case, presented the following four types of 
symptoms: 

• Balance based
• Energy Performance based
• Operational State based
• Additional based

Despite many studies of fault detection methods, there is still no classification of 
detection models with generic key performance indicators (KPIs) and associated 
detection rules, and the implications of detection time spans. The current article 
demonstrates the proposed automated symptom detection part of the 4S3F method as 



70 
 

applied to the thermal energy plant of the THUAS (The Hague University of Applied 
Sciences) building in Delft, the Netherlands, using the data in the building 
management system (BMS). The HVAC system that was considered has a gas boiler 
and a heat pump combined with an aquifer thermal energy storage (ATES) system 
for the storage and supply of both heat and cold. The analysis covers a whole year, 
thus examining the annual energy performance of the heating and cooling systems, 
based on 16-minute data and demonstrates the practical usability of the 4S3F 
architecture for an existing HVAC system.  

The 4S3F diagnosis basic architecture for energy performance is briefly presented in 
Section 3.2. Section 3.3 presents the pre-processing part needed for energy 
performance diagnosis, and Section 3.4 studies the generic approach to symptom 
detection. This section is in two parts. The first describes the KPIs and the second the 
rules relating to these KPIs. Much attention is paid to the development of suitable 
generic key energy performance and operational state indicators. Section 3.5 
describes the HVAC system considered for a case study. Sections 3.6 and 3.7 describe 
the implementation of the symptom detection in the case study. Section 3.8 evaluates 
the case study results, and Section 3.9 discusses the detection time span. Finally, 
Section 3.10 draws conclusions and recommendations concerning the 
implementation of the 4S3F diagnosis framework.  

3.2. 4S3F architecture for Energy Performance Diagnosis 

3.2.1. BMS-data based energy diagnosis 

The generic structure of the processes in a BEMS consists of pre-processing, 
symptom detection, diagnosis and correction phases. A BEMS can be an extension 
of a BMS controlling an HVAC system. 

In the pre-processing phase, the measurement data is prepared for the calculation of 
energy performance indicators. Measurement data is obtained from the BMS (or from 
data loggers if there is no BMS) and is usually stored in a database. Such data is 
susceptible to corruption due to measurement errors (e.g., sensor inaccuracy, drifting 
sensors) or missing data. Data correction for such instances is performed in the pre-
processing phase. In addition, measurement data is not in the proper form for energy 
performance calculations. For example, thermal energy flows must be calculated 
from temperature and flow-rate sensors, missing flow rates or temperatures must be 
estimated using other BMS data and product specifications (resulting in soft sensor 
values; for soft sensors to use in HVAC systems, see e.g., [3]), and outliers must be 
filtered (which can be done automatically: see e.g., the BuildingEQ project [4]).  

In the detection phase, symptoms of malfunctioning are detected. Faults are then 
diagnosed based on the observed symptoms. The last phase is the correction phase, 
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in which it is decided which faults must be corrected, based on performance and 
investment considerations. 

3.2.2. Applied 4S3F reference architecture for energy performance 
diagnosis 

This section presents the broad outline of the 4S3F architecture (see [2] for a detailed 
explanation of that architecture). The automated energy performance FDD process 
starts with the detection of observable malfunctioning symptoms, based on the 
measurement points and set points in the BMS and the P&IDs which contain HVAC 
components and control components (actuators, sensors and controllers). These 
symptoms are categorised into four main types (4S), see Figure 3.1: balance 
symptoms (energy, mass and pressure based), energy performance (EP) symptoms, 
operational state (OS) symptoms, and symptoms based on additional information, 
e.g., maintenance information.

Figure 3.1. 4S3F DBN structure 

The results of the symptom detection phase are supplied to a diagnostic Bayesian 
network (DBN) model as shown in Figure 3.1. This model links symptoms to possible 
faults. We distinguish three types of faults: faults in the models used to estimate 
missing energy data or to set up balance models, component faults, and finally faults 
in control components. We define components as being not only trade components 
but also all HVAC subsystems at different aggregation levels. The direction of the 
arrows is from the faults to the symptoms. Hence Figure 3.1 shows which symptoms 
may be caused by a specific fault. At fault isolation in the 4S3F method, the faults 
are estimated from the presence and absence of symptoms. The components and 
controls, and detection rules, can be easily extracted from the HVAC P&ID. The 
present paper addresses only the symptom detection part (4S) of the 4S3F framework. 

3.3. Pre-processing 

 On the one hand, the pre-process consists of estimating energy data automatically 
and continuously from the available BMS data. Missing and faulty data are corrected 
and calculations or assumptions for missing data points are made. This correction 
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process can also be carried out using the 4S3F method and will be reported in another 
paper. In the case study for this paper all the data used had already been corrected 
and checked to be valid. On the other hand, an important part of the pre-process 
consists of the identification and selection of the systems considered for energy 
performance diagnosis. We propose carrying out this step once in the time interval 
using the HVAC P&ID and following the procedure described in Sections 3.4.1 and 
3.4.2. 

3.3.1. Selection of the systems and subsystems 

For the purpose of energy performance diagnosis, the HVAC system is divided into 
subsystems based on the availability of data that can be used to estimate relevant key 
performance indicators. We propose identifying three system levels for components: 

a. The whole HVAC system. 
b. Aggregated systems according to international classification agreements 

such as EN15316-1 [5] in which heating systems can be categorised into 
generator, distribution and emitter systems. 

c. Subsystems consisting of trade components (e.g., boiler and heat pump).  

It is essential when choosing the aggregation levels of the various subsystems that it 
must be possible to measure their performance and/or make energy balances: in other 
words, there should be enough sensors to perform the task. 

A more detailed level (e.g., components of a heat pump such as a compressor) has 
not been considered because we assume that FDD methods are or will be available 
for trade components (see [6], which presents a review of such methods for HVAC 
components such as chillers). The 4S3F method can of course be applied easily to 
trade components as well.  

3.4. Generic approach to symptom detection 

The symptom detection process determines the presence and absence of symptoms. 
As shown in Section 3.2, these can be balance, energy performance (EP) and 
operational state (OS) symptoms. We do not discuss the possibility of using 
additional information (e.g., from facility managers) as symptoms in this paper.  

Like pre-processing, symptom detection is done in two stages. Firstly, all the possible 
symptoms are listed once in the time interval during the setup of the diagnosis system, 
based on the P&ID. Secondly, symptoms are detected per hour, day, week, month or 
year (see later in this article) using automated comparison of measured values with 
expected values. 
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Section 3.4.1 introduces generic symptom detection models which can be applied 
regardless of the HVAC system to estimate balance, EP and OS symptoms. The rules 
for this are elaborated in Section 3.4.2.  

3.4.1. Generic symptom detection models for thermal energy plants 

3.4.1.1. Generic energy balance symptoms 
As dimensionless balance indicators we use efficiencies, in terms of heat losses in the 
diverse systems and components, and mechanical efficiencies. These efficiencies 
follow either directly from the energy balances that are made concurrently in all 
subsystems at various aggregation levels as shown in Section 3.3.1 or from efficiency 
rules of heat exchangers (e.g., using the NTU-method, as described in [7] or 
compulsory seasonal balances (e.g., for ATES systems, see [8] which presents a 
review of system performance studies of such systems). If the useful energy output 
of a system is much lower than the input (i.e., the efficiency is low), there is energy 
wasted in the system and this is a symptom that the system under consideration is not 
working properly. The number of systems for which efficiencies can be calculated 
depends of course on the measurement points present in the P&ID. Examples of 
formulas for these efficiencies are described in Section 3.7 and need to be 
implemented only once in the time interval. 

3.4.1.2. Generic energy performance (EP) symptoms 
A thorough literature study of possible energy performance factors was conducted. 
The literature includes several applications of energy performance indicators to 
buildings and their systems. Benchmarking approaches with simplified methods in 
which the energy consumptions in the buildings are compared with those of similar 
buildings are very common: for example, energy use intensity (EUI), which indicates 
energy consumption (e.g., kWh/m2) (see Chung 2011 [9] and Liu et al. [10]). 
However, these approaches are very rough and do not take advantage of the full 
potential of energy diagnostics, because they are based on the comparison of 
buildings and systems that are not always identical in design and use, and only 
aggregated seasonal or yearly data is used. Additionally, these indicators are not 
detailed enough to allow for the identification of HVAC-specific faults. 

Another approach, this time building-specific, is the use of black-box, grey-box or 
white-box models. Kim and Katipamula [6] presented an overview of FDD methods 
for HVAC systems. Wei et al. [11], Borgstein et al. [12] and Li et al. [13] presented 
reviews of methods for energy performance purposes. Black-box models, which are 
data-driven methods using e.g., ANNs (artificial neural networks) or regression 
models (see e.g., [14] and [15]), compare the actual energy consumptions with past 
performances. However, it is impossible to estimate to what extent past performances 
were optimal, and the setup of a data-driven model can be time-consuming. 
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Furthermore, the practical usability of such models is limited, because identified 
correlations may not be the result of causal relationships and may not have a physical 
meaning. Moreover, taking transient effects into account is a complex process. In 
grey-box models, such as RC (resistance and capacity) network models for buildings 
and system, the diagnosis is aided by a simple model, the parameters of which are 
determined by data-driven optimisation methods (see for instance ABCAT [16]). The 
white-box approach uses complex models based on physics (e.g., a simulation tool 
such as EnergyPlus, which was applied in the KnoholEM project [17]). See also 
Maile et al. [18], where simulation tools were proposed. These approaches are, 
however, also extremely time-consuming (especially the calibration procedure) and 
depend on the availability of reliable data for a well-functioning HVAC system. In 
addition, the energy performance indicators are generally not dimensionless but 
expressed in terms of energy intensity use, whereas in design practice dimensionless 
energy performance indicators such as efficiency, coefficient of performance (COP) 
and energy efficiency ratio (EER) are commonly used (see e.g., [14]). The main 
advantage is that these indicators are building-independent and reference values can 
be found in handbooks, guidelines and product descriptions or are known from 
HVAC design. We propose combining these dimensionless indicators with a few 
non-dimensionless indicators, related to actual energy rates of components (see e.g., 
DABO [19]). For instance, inadequate heat pump capacity could lead to higher 
energy consumption by a gas boiler at peak load, and excessive capacity could lead 
to higher energy consumption due to lower performance at partial load.  

Finally, we noticed energy waste outliers: unexpected electrical energy consumption 
by fans during non-working periods, for instance. The BuildingEQ [4] project 
developed energy signature tools to estimate deviations between actual and expected 
energy values. 

Based on the foregoing, we propose the following classification of key (energy) 
performance indicators: 

• Performance factors, for instance COPs and EERs. The measured COPs and 
EERs can be compared with product, design or guideline specifications. 
Mismatch can be considered as a symptom of malfunctioning. 

• Capacity indicators, which can show that inadequate or excessive capacity has 
been installed.  

• Energy outliers, which indicate energy waste.  

3.4.1.3. Generic operational state (OS) symptoms 
In addition to EP indicators, KPIs not directly related to energy amounts can be used 
to compare the operational performance of control components with pre-set values 
(e.g., actual temperature versus set-point temperature). DABO [19] compares actual 
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supply water temperatures with set points. Several other studies [20 to 24] present 
examples of the use of energy signatures, presenting operational state values such as 
supply air and water temperatures in time series and scatter plots. 

Based on these studies, the following operational state indicators can be considered: 

• Control-based OS indicators. These check the quality of state properties against
set points in the control system, for instance supply temperatures. Large numbers 
of wrong actual values (in comparison with the set-point value) are symptomatic
of malfunctioning. These control-based rules need to be defined in relation to the
operational mode of the HVAC system (e.g., the cold well pump in the ATES
system has to be on when the outlet cold well temperature is analysed).

• Design-based OS indicators. There are state values that are not controlled in the
control system but that were used as a starting point for the design of the HVAC
system and are expected to be achieved during operation: the supply water
temperature from the cold well of the ATES system, for instance. Comparing the
actual values with the design values helps to identify symptoms. The fact that
design temperatures are not met could indicate that the system is not working
properly, as a result of wrong HVAC design or control.

Set-point values and design values are known to the HVAC designers and generally 
referred to in the HVAC P&ID, in such a way that they can be listed very simply.  

3.4.1.4. Generic additional symptoms 
As well as the balance, EP and OS symptom indicators, additional information about 
HVAC systems can be used as symptoms, for instance: 

• Maintenance information from which a component fault can be excluded.
• Result from an FDD method supplied by a component manufacturer.
• User satisfaction with thermal indoor climate.

3.4.2. Rules for symptom detection 

In practice, measurement accuracy and precision are essential factors in the accurate 
determination of symptoms. Furthermore, the transient behaviour of the HVAC 
components affects reliable symptom detection, and the detection time interval, e.g., 
hourly, daily and annual, is of great importance.  

To deal with this, the detection rules need to use lower and upper limits for the 
threshold values. A symptom is detected when the deviation ε of an energy balance, 
an energy performance indicator or an operational state indicator ε is higher or lower 
than the threshold values εmin and εmax. Eq. (3.1) shows when the deviation ε is 
acceptable.  
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𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚 < 𝜀𝜀 < 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚         (3.1) 

Eq. (4.2) is the equation for calculating the deviation ε in the case of energy balance 
and EP symptom detection. 

𝜀𝜀 = 𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚−𝑋𝑋𝑚𝑚𝑒𝑒𝑒𝑒
𝑋𝑋𝑚𝑚𝑒𝑒𝑒𝑒

          (3.2) 

where:  

Xmea= measured symptom indicator. 

Xexp= expected symptom indicator. 

The denominator Xexp indicates a characteristic value for the symptom indicator. The 
values for εmin and εmax depend on the type of rule and HVAC design, required control 
accuracy and measurement inaccuracies. 

3.4.2.1 Rules for the detection of energy balance symptoms 
The energy balance symptoms relate to dimensionless indicators (efficiencies). 

For efficiencies Eq. (3.1) becomes with (3.2): 

ɛ= 𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚−𝜂𝜂𝑚𝑚𝑒𝑒𝑒𝑒
𝜂𝜂𝑚𝑚𝑒𝑒𝑒𝑒

> 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚      (3.3) 

For instance, εmin for efficiencies of heat distribution systems could be -5% due to 
measurement inaccuracies and transient behaviour. εmax is not relevant as it would 
indicate higher efficiencies than expected and can therefore not be considered as a 
symptom. 

3.4.2.2 Rules for the detection of energy performance symptoms 
Eq. (4.1) transformed for dimensionless performance factors is shown in Eq. (3.4): 

ɛ= 𝑃𝑃𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚−𝑃𝑃𝑃𝑃𝑚𝑚𝑒𝑒𝑒𝑒
𝑃𝑃𝑃𝑃𝑚𝑚𝑒𝑒𝑒𝑒

> 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚      (3.4) 

where: 

PF = performance factor [-] 

The dimensionless performance factors can be COPs and EERs. Acceptable 
deviations for COPs and EERs could be 5% (εmin = -5%). Here too, εmax is not 
considered because a positive deviation would indicate a better COP than expected 
and cannot therefore be considered as faulty. 

For the non-dimensionless performance factors related to capacity, a symptom is 
detected when the difference between the measured value Pmea and the nominal value 
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Pnom (e.g., the installed capacity) is lower than a threshold εmin or higher than εmax. See 
Eq. (3.5). 

𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚 < 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚−𝑃𝑃𝑛𝑛𝑛𝑛𝑚𝑚
𝑃𝑃𝑛𝑛𝑛𝑛𝑚𝑚

< 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚 (3.5) 

εmin could be -10% whereas εmax could be higher than 10%, depending on the effect 
of component capacity on energy performance at partial load.  

For the performance factors related to energy outliers, for instance to detect 
unexpected energy consumption by pumps outside working hours, we propose the 
following equation: 
𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚−𝐸𝐸𝑚𝑚𝑒𝑒𝑒𝑒

𝐸𝐸𝑚𝑚𝑒𝑒𝑒𝑒
< 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚  (3.6) 

where:  
Emea = measured energy consumption [J] 
Eexp= expected energy consumption [J] 

3.4.2.3 Rules for the detection of operational state symptoms 
For operational state thresholds, we apply rules relating to the state variable under 
consideration. Eq. (3.7) shows the rule for temperatures:  

𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚 < ∆𝑇𝑇 < 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚 (3.7) 

where ∆T is the temperature deviation from the set-point or design value. 

In addition, the number of faults in a time span, for instance a week, month or year, 
should be considered. This is because a deviation occurring only a few times will not 
have a large impact on energy use, whereas if it happens often the repercussions could 
be substantial. We propose simply using the number of faulty values nfault divided by 
the whole number of measurements in the period under consideration. A symptom is 
observed when this ratio δ is larger than the threshold δmax (for instance 10%). See 
Eq. (3.8). 

𝛿𝛿 = 𝑚𝑚𝑓𝑓𝑚𝑚𝑓𝑓𝑓𝑓𝑓𝑓
𝑚𝑚𝑓𝑓𝑛𝑛𝑓𝑓

> 𝛿𝛿𝑚𝑚𝑚𝑚𝑚𝑚 (3.8) 

δmax is estimated separately for lower (δLL) and upper (δUL) limits of the state values 
because negative and positive deviations may be symptoms of differing faults. The 
lower limit is linked to ∆T<εmin and the upper limit to ∆T>εmax. 

3.4.2.4 Additional conditions linked to system dynamics and time spans 
Additional conditions are needed to eliminate measurement outliers and effects of 
transient behaviour. In addition to threshold, the dynamic of the system under 
consideration should be taken into account. An additional condition could be that 
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only measurements after a certain time span are taken into account. Also, a 
generator’s energy and temperature measurements are considered only when the 
generator is on. 

Detection can take place at very different time intervals, from the storage interval in 
the BMS to annually. Using a small interval (such as the 16-minute storage interval 
in our case study) does not necessarily yield better symptom description, as this 
interval may be far below the response time of many components and would therefore 
necessitate the use of dynamic indicators. For instance, calculating a COP on the basis 
of 16-minute data makes no sense, as the COP is low at start-up because the generator 
and hydronic systems have to be warmed up or cooled down. In the same way, the 
COP is very high when the generator is stopped, and thermal energy is still being 
delivered by the hydronic systems. Conversely, aggregating the data at annual level 
substantially limits the possibilities for intervention, and some malfunctioning 
processes may not be observed. For a real-time diagnosis system, time periods of one 
hour, day, week or month are therefore preferable. This is discussed in Section 3.9. 
When to use which period is beyond the scope of this paper, but an automated 
approach in which detection at different time levels is used will be preferable in 
practice. For the sake of demonstration, Section 3.7 presents symptom detection 
results in the case study on an annual basis only for balance, energy performance and 
operational state indicators as well as the threshold values and additional conditions 
used. 

3.5. Case study: the heat and cold generation system of the 
building of The Hague University of Applied Sciences in Delft 

The 4S3F method was tested on the THUAS building in Delft. This was selected 
because it has a complex HVAC system with an advanced control system, and 
extensive measurement data is available for analysing energy consumption and 
indoor climate. In addition, it is an operational HVAC system with a reputation for 
working properly and apparently being energy efficient. 

The building mainly contains classrooms, offices for lecturers and other personnel, 
an atrium (see Figure 3.2), and a restaurant.  
In winter, heat is generated by a heat pump. When the heat loads are high, a gas boiler 
can deliver additional heat. The heat source of the heat pump is warm water delivered 
by the warm well of an ATES system. The ATES system can also deliver heat to the 
parking lane on the roof to keep it free of ice. Such ATES systems are common in 
the Netherlands: more than 2,000 of them have been installed in recent years and their 
operation is known to be often sub-optimal.  
In the summer months, cold water from the cold well of the ATES system delivers 
cooling. When cooling loads are high, the heat pump produces additional cold at the 
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evaporator side. During the summer, heat from the heat pump condenser and the roof 
collector can be used to regenerate the warm well of the ATES system, as the annual 
thermal energy extracted from and pumped into the wells has to be balanced under 
the Dutch regulations.  

Figure 3.2. Inside the THUAS building 

As the 4S3F framework is based on HVAC P&IDs, Figure 3.3 shows the overall 
principal P&ID layout with all the possible heating and cooling states of the HVAC 
system. The systems depicted are connected by lines which represent pipes. Each 
system has inlet and outlet pipes. The outlet pipes of the thermal energy plant are 
themselves supply pipes to the systems (34 to 38) and the inlet pipes of the energy 
plant are return pipes from these systems. Cold and heat are delivered to the rooms 
of the building by a thermal floor system which acts as a Thermally Activated 
Building System (TABS) and by ceiling radiation panels where water is circulated. 
The hot water groups (34) and (35) as well the cold-water groups (36) and (37) consist 
of South and North groups which are divided into sub-groups (not shown) for air 
handling, the ceiling and the floor equipment.  
Heat is produced by a heat pump (12) and a boiler (33). The heat pump extracts heat 
from the ATES system. Warm groundwater flows from the warm well (32) to the 
cold well (31) and delivers heat through a heat exchanger (8). When more heat is 
needed than the heat pump can deliver, the boiler provides the rest. The existing 
buffers (6), (10) and (16) are needed for the stable functioning of the HVAC 
installation when operating under partial load. 
A heat regeneration system, comprising subsystems (17) to (19), is provided to feed 
additional heat into the warm well of the aquifer system. Because the THUAS 
building needs more heat than cold, this is necessary (and mandatory) to keep both 
wells in thermal balance.  
The hot water header (14) delivers heat to the boiler header (21), to the heat storage 
vessel (16) and to the regeneration unit (17). The return water is collected in the 
collector (15). 
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Figure 3.3 Principal scheme (P&ID) of the heat and cold generation system of HHS 
(Controllers are not depicted)
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The main cold-water header (4) delivers cold water to the header (1) and to the heat 
exchanger of the ground storage installation (8). The cold-water header (5), which 
acts as a collector of warmed up return cold water from the building and the heat 
exchanger of the ATES system, delivers warm water to the roof (39) (so as to keep it 
ice-free) and to the evaporator group (11) of the heat pump (12). In the summer, the 
roof delivers also heat to the warm well of the ATES system. 
The header (1) in the cooling group delivers cold to the building sections and Air 
Handling Units located with a North (N) and South (S) orientation ((36) and (37)), 
and also to a server room (MER) (38). 
The sensors and actuators are the ones that were installed when the system was built 
in 2009. Figure 3.4 shows 42 temperature sensors and 13 flow meters. There is also 
thermal energy metering (not shown) in the hot and cold-water groups, at systems 
(3), (27), (28), (17), (21) and (22). Pressure metering (also not shown) is provided for 
the control of pumps CP28-01, CP28-02, CP29-01 and CP29-02. The electricity 
consumption of the heat pump compressor (40) is measured by meter ET04-01. These 
measurements are stored in the BMS at 16-minute intervals. The codes of the sensors 
and actuators (beginning with 02 to 48) as implemented in the BMS were supplied 
by the designer of the HVAC system.  

An entire year, 2013, was taken for the case study because of the availability of an 
almost complete dataset. 

System and subsystem selection will be outlined in Section 3.6 and symptom 
detection in Section 3.7. 

3.6. System and subsystem selection in the case study 

The whole HVAC system considered in the case study is shown in the P&ID of Figure 
3.3 and represented by the system boundaries depicted by the dotted line in Figure 
3.4. Aggregated systems at level b), as described in Section 3.3.1, are arranged in 
Figure 3.4 into generator (systems B, C and D), hydronic (systems G and H) and 
emitter systems (systems A, E and F). In this figure the work W02, W03, W04, W07 
and W08 corresponds to the work of pumps CP02_01 and CP02_02, CP03_01, 
CP04_01 and CP04_02, CP07_01 and CP08_01, shown in Figure 3.4. The 
compressor work of the heat pump Whp is measured by electricity meter ET04_01. 

The subsystems (components) at level c) are shown by the numbers (1) to (40) in 
Figure 3.3. This division into systems and subsystems follows directly from the 
HVAC P&ID and is therefore very easy to implement for designers of HVAC 
systems. 
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3.7. Symptom detection in the case study 

This section applies the principles developed in Section 4 to the case study and shows 
the main detection results. We refer to the tables in Appendix 3A, which provide 
more detailed information on the detection process. 

For the sake of simplicity, a detection period of one year has been taken. We consider 
shorter detection periods in Section 3.9. First, we address the balance symptoms 
(Section 3.7.1), then the energy performance symptoms (Section 3.7.2), and finally 
the operational state symptoms (Section 3.7.3). Section 3.7.4 discusses the symptoms 
present and absent in the case study. 

3.7.1. Energy balance symptoms in the case study 

The energy balance indicators (efficiencies (η)) specific to the HVAC system of 
THUAS are presented below. 

For the once-in-the-time-interval implementation in the BEMS to calculate the 
efficiencies, the heat transfer ΔQ between systems was calculated using Eq. (3.9) for 
each 16 minutes, based on the flow rates and temperatures at the start time of each 
16-minute interval.

∆𝑄𝑄 = 𝑞𝑞𝑉𝑉 .𝜌𝜌. 𝑐𝑐.∆𝑇𝑇.∆𝑡𝑡  (3.9) 

where: 
∆Q = exchanged heat [kJ] 
∆t = tend-tstart= 960 s. 
tend= end-time calculation stored in BMS [s] 
tstart= start-time calculation stored in BMS [s] 
qV= water flow rate at start time [m3/s] 
ρ= water density = 1000 kg/m3 
c=specific heat of water = 4.18 kJ/kgK 
∆T= difference between supply and return temperatures at start time [K] 

Eq. (3.9) can easily be programmed once in the BMS or in a separate BEMS when 
setting up the diagnosis system based on the P&ID. The efficiencies of the systems 
during a certain period are then calculated based on these ∆Qs. For instance, the 
efficiency of system H (see Figure 3.4 which shows the annual exchanged energy 
values) is calculated using:  

ηH= 𝑄𝑄ℎ𝑤𝑤+𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄
𝑄𝑄𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄_𝑚𝑚𝑄𝑄𝑄𝑄+𝑄𝑄𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄𝑄𝑄𝑄𝑄_𝑚𝑚𝑄𝑄𝑄𝑄+𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄_ℎ𝑤𝑤

(3.10)
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  Generator systems       Hydronic systems   Emitter systems 

Figure 3.4 The relevant aggregated systems at Level a) and b) consisting of systems A to H  

We assume an expected efficiency of ηexp=98% (i.e., 2% heat losses) for all thermal 
energy balances, and a symptom when the arbitrary threshold εmin =-3% is exceeded. 
This means that when using Eq. (3.3), a symptom is detected when the efficiency is 
lower than 95%. One exception is made for the ATES system. The expected 
efficiency ηexp is set to 96% because of dissipation by the ATES pumps and higher 
thermal energy losses underground, which leads to symptom detection when the 
efficiency is lower than 93%. 

In addition to these efficiencies based on the application of system theory to the 
HVAC P&ID, efficiencies relating to heat exchange performance can be defined.  

Eq. (3.11) is the equation for the annual efficiency of the heat balance of the ATES 
system (depicted in Figure 3.4) which under the Dutch regulations needs to be 100%. 
Please note that ηreg, which is discussed in [26], can only be used in the case of annual 
analysis. 
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𝜂𝜂𝑄𝑄𝑄𝑄𝑄𝑄 = 1 − 𝑚𝑚𝑄𝑄𝑎𝑎(𝑄𝑄𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄−𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄)
𝑚𝑚𝑚𝑚𝑚𝑚 (𝑄𝑄𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄,𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄)

     (3.11) 

Eq. (3.12) shows the annual efficiency of the heat exchanger of the ATES system (see 
Figure 3.4 and system 8 in Figure 3.3, which shows the heat exchanger (8) and 
sensors TT02_01, TT02_02 and TT03_03), based on temperature efficiency8 instead 
of the NTU method (this is an arbitrary choice). 

ηTSA = Qunload
Qunload,max

= ∑(TT02_01−TT02_02)
∑(TT02_01−TT03_03)

    (3.12) 

According to the design, this efficiency should be at least 87%. It is assumed that a 
deviation threshold of 5% is acceptable. 

3.7.2. Energy performance symptoms in the case study 

This section presents the equations used to estimate the EP factors for performance 
factors, capacities and energy outliers. 

3.7.2.1. Performance factors 
Eqs. (3.13) to (3.15) show the performance factors for the aggregated systems under 
consideration: the hot water system E, the cold-water system A and the roof system 
F. SCOPhw is the seasonal COP for the heat supply to the hot water system E. 
SEERcw (Seasonal energy efficiency ratio cold water) defines the ratio between the 
cold supply to the cold-water system A and the energy consumption of the heat pump 
and the pumps in cooling mode. SCOProof denotes the SCOP for the roof heating. 
See Figure 3.4, which shows the energy amounts. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑤𝑤 = 𝑄𝑄ℎ𝑤𝑤
𝑊𝑊ℎ𝑝𝑝+𝑊𝑊02+𝑊𝑊03+𝑊𝑊04+𝑊𝑊07+𝑄𝑄𝑄𝑄𝑚𝑚𝑎𝑎

        (3.13) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑤𝑤 = 𝑄𝑄𝑄𝑄𝑤𝑤
𝑊𝑊ℎ𝑝𝑝+𝑊𝑊02+𝑊𝑊03+𝑊𝑊04

      (3.14) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄_𝑄𝑄𝑤𝑤
𝑊𝑊14+𝑊𝑊02+𝑊𝑊03

     (3.15) 

W14 is the work of the pumps in the roof collector group (not shown in Figures 3.3 
and 3.4). It only includes Whp, W02, W03, W04, W07 and W14 by the heat pump 
and the pumps needed for the thermal energy Q under consideration. 

Eqs. (3.16) and (3.17) show the SCOP and SEER for the heat pump.  

 
8 This is not energy efficiency as with the NTU method. It indicates to what extent 
the outlet temperature TT02-02 of the ATES water reaches the inlet temperature 
TT03-03 of the distribution cold-water. If this efficiency is 100%, they would be 
equal. 
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𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑝𝑝 = 𝑄𝑄𝑄𝑄𝑄𝑄𝑚𝑚𝑄𝑄_𝑚𝑚𝑄𝑄𝑄𝑄
𝑊𝑊ℎ𝑝𝑝

(3.16) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑝𝑝9 = 𝑄𝑄𝑄𝑄𝑄𝑄𝑚𝑚𝑝𝑝_𝑚𝑚𝑄𝑄𝑄𝑄
𝑊𝑊ℎ𝑝𝑝

 (3.17) 

Eq. (3.18) defines the SCOP for heat regeneration. SCOPreg can be considered as a 
generic energy performance factor for ATES systems. W14, W08 and W02 are the 
pump energy for heat regeneration purposes. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄
𝑊𝑊14+𝑊𝑊08+𝑊𝑊02

(3.18) 

When the heat pump is simultaneously generating cold and heat for the emitter 
systems A, E and F, the electricity is divided proportionally based on the thermal 
energy supplied to systems A, E and F.  

In this paper, we assume that a symptom is present when the measured SCOP or 
SEER is 5% lower than the expected value. International references for performance 
factors are not available, as the ATES system in the THUAS building is typical for 
the Netherlands. For the expected value, such as PFexp in Eq. (3.4), we therefore use 
the Dutch guideline ISSO 39 [26], which describes thermal energy generation plants 
with ATES systems. These expected values can be found in Table 3A.2. 

3.7.2.2. Capacities 
The actual capacities can be determined by identifying the maximum heat flows P 
occurring during the measurement period. These values are compared with the 
nominal power of the apparatus and the heat and cold demand (see Table A.2). A 
threshold of εmin=-10% is applied. Positive deviations would show that the system is 
working better than expected and are not therefore considered as symptoms. 

3.7.3. Operational state symptoms in the case study 

The approach using OS rules is also generic and can be set up once, for instance using 
a guideline. In most cases the thresholds are specific and need to be programmed only 
once in the particular BEMS, although default values can be used as well. Only design 
values of the temperature type are used in this paper. It goes without saying that far 
more rules than shown in this paper can be implemented: for instance, concerning 
pump flows and the heat shares delivered by the heat pump and boiler, or the cold 
delivered by the ATES system and the heat pump, or comparisons between design 

9 Here we define SEER as the seasonal quotient of heat supplied to the evaporator 
of the heat pump and the work supplied when the heat pump functions 
simultaneously in both heat and cold production mode. 
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water flow values and measured values. We have omitted this from the present paper 
for the sake of simplicity.  

Control-based rules are described first with the results of the detection process, 
followed by design-based rules for the year considered. As an additional condition, 
the measured values are considered if the system under consideration is operating for 
at least 30 minutes. 

The detection period is a full year. For every day the mean weighted measured 
operational state value is calculated using the 16-minute values. If there are no 
measured values, that day is ignored. Thus, we have at most ntot=365 in the detection 
period under consideration in Eq. (3.8). 

3.7.3.1. Control-based rules 
In the case study we consider the control set points of the systems’ inlet and outlet 
temperatures. The supply water temperature of the hot and cold-water emitter systems 
E (Thw_supply) and A (Tcw_supply) is set by the control system. In addition, the 
outlet temperatures of the water to the evaporator (Tevap_out) and condenser 
(Tcond_out) from the heat pump have specific set-point values. The inlet water 
temperatures to the cold and warm wells of the ATES system (Tcold_well_in and 
Twarm_well_in) are also controlled.  

In the case study the average daily deviation ε=ΔT, as shown in Eq. (3.7), is calculated 
to estimate OS symptoms. When the additional conditions mentioned in Section 4.2.4 
are met, the value 1 is added to the counter ntot in Eq. (3.8) for the whole year. In 
addition, a detected symptom is counted as 1, otherwise as 0, and added to the annual 
fault counter nfault in Eq. (3.8). 
For the supply temperatures in the hot water circuit the assumed threshold εmax is 3 
K, due to control accuracy and transient behaviour. However, the control of the cold 
water has to be more accurate, as these values greatly affect the performance of the 
ATES system. Accurate cold-water controls are therefore provided, with three-way 
valves as actuators. An arbitrary threshold of 1 K is thus taken into account.  
The inlet temperatures to the warm and cold wells of the ATES are essential and 
therefore controlled strictly, yielding an assumed threshold of 1 K. 
Table 3A.3 shows the controlled values, which are derived from the design 
specification of the HVAC system of the THUAS building as shown in the HVAC 
P&ID.  

3.7.3.2. Design-based rules  
For the design-based rules we consider the water temperatures of systems A, B, C 
and E, for which either the inlet or outlet design temperatures are known. These 
temperatures are not controlled. We assume the same thresholds that have been 
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applied to the control-based temperatures, i.e., 3 K at the warm water side and 1 K at 
the cold-water side. 
Table 3A.4 does not show the lower limit δLL and the upper limit δUL everywhere: 
where they are absent, the threshold can be ignored because negative and positive 
deviations have different meanings. For instance, if Thw_return is too low it will not 
decrease the COP of the heat pump, whereas it will if it is too high. In the same way 
a higher Twarm_well_out and Tevap_in are favourable. And a high Tcw_return helps 
to feed high-temperature heat into the warm well of the ATES system. Finally, a low 
Tcold_well_out is desirable to avoid additional cooling by the heat pump. These rules 
are generally known by HVAC designers. 

3.7.4. Symptoms detected in the case study 

Appendix 3A shows results from the symptom detection process, which are discussed 
below. 

3.7.4.1. Results from energy balances 
Table 3A.1 shows the results for energy balance symptoms. Rules for the efficiencies 
η of the systems B to D and G and H do not generate symptoms, because all the 
annual deviations remain higher than εmin during the year under consideration. The 
heat exchanger TSA of the ATES system also shows no symptoms, but the efficiency 
ηreg is far below the expected value, showing that the ATES system is unbalanced.  

3.7.4.2. Results from energy performances 
The results and reference values for the detection of EP symptoms are shown for the 
year 2013 in Table 3A.2. Most of the EP indicators are true, even better than the 
reference values, indicating high performance. For the SCOPs and SEERs, no 
symptoms are detected, except for SCOProof, which is more than 5% lower than the 
expected value. 
In terms of capacity, most of the measured values are almost the same as the designed 
values. However, the maximum heat transfer power produced by the heat exchanger 
of the ATES system is much lower than the designed value and a symptom is 
therefore found. The capacity of the cold-water system A is also lower than designed 
and a symptom is detected here too. Symptoms of energy outliers were not found and 
are not therefore reported in Table 3A.2. 
Only three EP factors are false and should be considered as symptoms: SCOProof, 
Pcw and PTSA.  

3.7.4.3. Results from operational states 
The detection process (see Table 3A.3) reveals a symptom of malfunctioning for four 
operational states: for the supply temperatures of the hot water system E, the cold-
water system A and the inlet temperatures of the cold water well and warm water 
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well. Table 3A.4 summarises the design-based rules for detection purposes and the 
results of the detection process. One symptom is detected: the outlet temperature from 
the warm well. 

Overview of the symptoms detected 

Table 3.1 summarises the results of the annual detection process. 

Table 3.1. Overview of the detection results 
(P= symptom detected, A symptom absent) 

As can be seen, nine symptoms were automatically detected as present and 22 as 
absent. 

3.8. Evaluation of the results of the automated symptom detection 
process 

For the analysis of the results on an annual basis, the 16-minute and daily data from 
the BMS were analysed using energy signature graphs for the whole year 2013, which 
are presented in Appendix B. Below we discuss the results from some of these energy 
signature graphs. In addition, interviews were conducted with the building manager 
and logbooks were consulted which did not lead to additional symptoms. 

3.8.1. Evaluation of energy balance symptoms 

In addition to the annual efficiencies as shown in Table 3A.1, the daily efficiencies 
of systems B, C, D, G and H are estimated (see Figure 3B.3). Most deviations 
remain under the set thresholds, which supports the reliability of the annual 
detection results for the energy balance symptoms.3.8.2. Evaluation of EP 
symptoms 

3.8.2.1. Performance factors 
The daily COP and EER values of the heat pump fluctuate realistically (see 
Figure 3B.2) around the set thresholds with some outliers. The main causes of these 
outliers 

Energy balance 
symptoms 

Energy performance symptoms Operational state symptoms 

Efficiency A/
P 

Performan-
ce factor 

A/
P 

Capa-
city 

A/
P 

Control-based  A/ 
P 

Design-based A/
P 

ηsystB A SCOPhw A Phw A Thw_supply P Thw_return A 

ηsystC A SEERcw A Pcw P Tcw_supply P Tcw_return A 

ηsystD A SCOProof P Php A Tcond_out A Tevap_in A 

ηsystG A SCOPreg A Proof A Tevap_out A Tcold_well_ 
out 

A 

ηsystH A SCOPhp A Preg A Tcold well_ 
in 

P Twarm_well_ 
out 

P 

ηTSA A SEERhp A PTSA P Twarm_well_ 
in 

P 

ηreg P Pboiler A 
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are transient behaviour and the fact that the actual COPs and EERs depend on varying 
water temperatures.  

The SEERcw (60) (see Table 3A.2) was much higher than expected. Additional 
analysis of the energy data showed that cold was only provided by the cold well of 
the ATES system, whereas it was expected during design that the heat pump would 
deliver 10% of the cold, yielding a lower SEERcw of 40. 

3.8.2.2. Capacities 
As for the capacities, 16-minute capacities were checked for the whole the year using 
graphs and symptoms were not missed. The inadequate capacity of the 
heat exchanger of the ATES system (PTSA) was correctly diagnosed (see Figure 
3B.2, which shows the 16-minute graph): the actual capacity remains far below the 
design value (840 kW) throughout the year.  

3.8.3. Evaluation of OS symptoms 

Visual inspection of the energy signatures for the control-based and design-
based operational states (see Figures 3B.4 to 3B.14) shows that they are close to 
the set point where symptoms are absent.  

3.9. Detection time span 

The detection process is described in Section 3.7 for a period of one year. However, 
where a symptom was found, it is quite clear, as the graphs in Appendix 3B show, 
that daily, weekly or monthly analysis could have enabled the symptoms to be found 
earlier. Conversely, a short period-level analysis can lead to the identification of 
a symptom that ultimately rarely occurs (for example, 3.1% of the days in Figure 
3B.9). It is conceivable that the BEMS would simply warn that there is a potential 
fault and would only report a real problem after successive days, e.g., by using 
moving average methods, taking previous results into account to exclude 
temporary sensor outliers and effects of transient behaviour. This section discusses 
the use of shorter detection periods. We present results from monthly and daily 
symptom detection using rules from Section 3.7.  

3.9.1. Monthly and daily detection of energy balance symptoms 

Monthly_detection 
Outliers are not found for systems B, C, G and H using monthly detection based on 
Eq. (3.3). However, the boiler system D (see Table 3C.1) shows two outliers. We 
note that the exchanged energy of the boiler system was estimated using soft sensors 
for the flow rate and the return temperature at the boiler header (shown as (21) in 
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Figure 3.3), which introduces inaccuracies. The presence of hard sensors could lead 
to lower deviations. 

Daily_detection 
Daily detection for energy balance symptoms (see Figure 3B.3) yields 
reasonable results. Only five false detection results were found, i.e., five 
outliers in 1825 detection results (<0.3%). 

3.9.2. Monthly and daily detection of energy performance symptoms 

Here we discuss the detection time span for EP symptoms. EP symptom detection is 
more complicated in monthly and daily detection due to operational conditions. 

3.9.2.1. Performance factors 
First, we address performance factors. As an example, we discuss the COP of the heat 
pump because this is one of the most important KPIs of the thermal energy plant. As 
this COP is strongly dependent on outdoor temperature levels, it is not acceptable to 
use the annual expected value, such as SCOPhp=4 in Table 3A.2 (see Figure 3B.2), 
which shows many outliers. The effects of the water temperatures at the heat pump’s 
evaporator and condenser, which are highly dependent on outdoor temperatures, must 
be considered. The thermodynamic efficiency ηtd for several conditions could be 
estimated using the documentation on the heat pump installed. In the range of 
operational water temperatures in the case study they are between 0.37 and 0.39. 
Multiplying an assumed value of 0.38 by the COP of the Carnot process yields the 
expected performance COPexp: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑄𝑄𝑚𝑚𝑝𝑝 = 𝜂𝜂𝑡𝑡𝑄𝑄.𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑚𝑚𝑄𝑄𝑚𝑚𝑄𝑄𝑡𝑡 = 𝜂𝜂𝑡𝑡𝑄𝑄.
𝑇𝑇ℎ𝑖𝑖𝑖𝑖ℎ

𝑇𝑇ℎ𝑖𝑖𝑖𝑖ℎ−𝑇𝑇𝑓𝑓𝑛𝑛𝑙𝑙
(3.19) 

where: 

Thigh=Tcond_out and Tlow=Tevap_out at which ηtd is calculated. 

Monthly detection 
As can be seen from Table 3C.2, from June to August symptoms for the heat pump 
were incorrectly detected as present. However, in those months the heat pump was 
off most of the time. Transient behaviour strongly affected the results. To neglect this 
effect, we propose ignoring detection results from months in which a component is 
off most of the time. 

Daily detection 
Figure 3.5 shows a part of the daily COP of the heat pump and the expected values, 
taking thresholds of 5% into account. Here again the upper and lower limits are 
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calculated based on Eq. (3.4) for the thresholds. The measured values are showed in 
blue. 

Figure 3.5. Daily COP of the heat pump system 

As can be seen, the actual daily COP follows the expected COP. The heat pump was 
on for 165 days, with the upper limit exceeded by 21 days and the lower limit by 37 
days, caused by transient behaviour and variation in the heat pumps’ thermodynamic 
efficiency ηtd. 

3.9.2.2. Capacities 
We take the boiler capacity as an example to show the monthly maximum heat flux 
in the gas boiler. There is no point in detecting capacity symptoms on a daily basis, 
because the nominal capacity is only achieved under full load conditions, which are 
not present every day. However, Table 3C.3 shows for example that the boiler 
capacity can be detected correctly for the winter months, when there is significant 
heat consumption by the boiler.  

3.9.3. Monthly and daily detection of operational state symptoms 

Monthly detection 

The number of hours is considered in monthly detection, as opposed to the number 
of days in annual detection. Only hours that meet the additional condition that the 
system is on for 30 minutes are considered. Table 3C.4 shows for example results for 
Tcond_out, Tcw_supply and Tcold_well_in. False detections are highlighted in 
yellow. Tcold_well_in shows no false detection results. However, Tcond_out and 
Tcw_supply are incorrectly detected as present or absent in some months, which may 
be due to assumed thresholds that are too low and transient behaviour.  
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Daily detection 
Daily detection of operational state symptoms based on Eq. (3.7) makes no sense 
because we know from Figures 3B.4 to 3B.14 that this yields many wrong detections. 

3.9.4. Conclusions and recommendations for daily and monthly detection 
time spans 

Overall, we note that daily detection of energy efficiencies yields acceptable 
detection results. The outliers for the boiler system efficiencies show the need to 
avoid complex soft sensors as much as possible. In the case of new HVAC systems, 
the necessary measuring points must be present to avoid complex models for 
estimating exchanged energy quantities.  

Research into additional conditions as mentioned in 3.4.2.4 is needed: for instance, 
to take into account hours in which the exchanged energy is higher than a certain 
threshold. This would avoid incorrect monthly detections of the COP of the heat 
pump and the boiler capacity, as shown in Appendix C. However, it would also be 
possible to start up the energy plant, e.g., daily, weekly or monthly, at different full 
load modes to estimate symptoms earlier. 

To increase the reliability of the detection results, especially when using daily 
detection, we propose researching the use of smoothing techniques which calculate 
the average deviation based on two or more days, to compensate for daily outliers. In 
addition to a CUSUM (cumulative sum control chart), one could apply the EWMA 
(exponentially weighted moving average) chart method (see [27] for 
implementation).  

We also recommend researching the application of this to daily binary detection 
outcomes (e.g., -1: too low, 0: correct, 1: too high).  

Daily detection of the capacities of thermal energy systems makes no sense because 
full load does not occur every day and start-up every day requires a great deal of 
energy in full-load mode. However, this is a realistic solution for distribution systems 
(pump, fans and valves). 

Another approach which is applicable to all KPIs is to give a warning that could not 
lead to direct action on the part of the technical manager or to an automated fault 
diagnosis. Diagnosis could take place after structural false detections.  
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3.10. Conclusion and recommendations 

Current symptom detection methods for energy diagnosis in HVAC systems are not 
standardised and there is still no classification of detection models with generic key 
performance indicators and associated detection rules. This paper presents a 
classification of symptoms into three categories: balance, energy performance and 
operational states, that covers a large part of encountered symptoms. Detection 
models and KPIs are developed for these 3 categories. Generic detection rules for 
energy diagnosis in heating, ventilation and air conditioning (HVAC) systems are 
proposed which are consistent with HVAC process and instrumentation diagrams 
(P&IDs) as used by engineers to design and operate these systems. It has been applied 
successfully to the thermal energy plant of the THUAS school building. One whole 
year was taken as the detection period. However, monthly and daily detection also 
yielded adequate results. Section 3.10.1 summarises the results for the detection 
framework in more detail and Section 3.10.2 draws conclusions from the case study. 
Section 10.3 proposes recommendations for the standardisation of symptom 
detection. 

3.10.1. Results of the detection framework based on the 4S3F method 

The proposed framework for energy performance analysis falls into four phases: pre-
processing, detection, diagnosis and correction. This article focuses on the symptom 
detection phase based on the 4S3F architecture, which contains four types of 
symptoms and three types of faults. The three main types of symptoms are discussed, 
and rules and thresholds are developed: 

• Balance symptoms: efficiencies.
• Energy performance (EP) symptoms: performance factors such as COPs and

EERs, capacities such as nominal heat and cold rates and flow rates, and energy
outliers such as unexpected energy consumption.

• Operational state (OS) symptoms: control-based symptoms such as controlled
supply temperatures, and design-based symptoms such as expected return
temperatures from energy users.

The approach discussed is congruent with the way engineers design an HVAC 
system. The HVAC designer uses the P&IDs for detection purposes. In the pre-
processing phase, systems and aggregated systems are determined once by the HVAC 
designer. For the detection process, the same HVAC designer must list all the 
possible symptoms (balance, EP and OS based) once that could be occurring in the 
system based on the measurement points in the P&ID. Each of the symptoms relates 
to the equations and models described in the present paper, which could easily be 
compiled into a standard guideline. 
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The detection process can be fully automated by using generic detection models for 
aggregated systems such as generator, hydronic and emitter systems. These equations 
have to be programmed in the BEMS once, preferably producing symptoms at day, 
week, month, season and annual level.  

The next step is to use these symptoms to identify the faults causing them, using the 
4S3F methods and DBNs: this will be discussed in detail in another paper. However, 
the simple fact of having an automated symptom detection system covering a wide 
range of parameters is already very helpful for energy performance diagnosis.  

3.10.2. Conclusions from the case study 

The case study successfully demonstrated the symptom detection part of the 4S3F 
framework for a thermal energy plant with an ATES system. One whole year, with 
16-minute time interval, historical data was examined to show how symptoms leading 
to faults can be detected automatically.
The evaluation has shown that no symptoms were overlooked or incorrectly detected.

Section 3.9 discussed time spans shorter than one year, showing that the proposed 
symptom detection method can be used for daily and monthly detection, provided 
that the recommendations in Section 3.9.4 are followed.  

In our case study, an HVAC commissioning engineer would focus on the nine 
symptoms detected to optimise the system. In a subsequent paper, we will show that 
by redesigning the control rules a 25% annual primary energy saving could be 
achieved in the case study, which is a thermal heat plant with a reputation for working 
well. This indicates that far more energy savings would be possible if such symptom 
detection methods were used more widely. 

3.10.3. Recommendations for further research 

Although the results are promising, further research is needed. We have not 
considered developing the fault identification model with a DBN included in the 
4S3F framework here. 
Further research is needed into the question of which threshold values should be used 
for the KPIs and that of which symptom detection period (hourly, daily or seasonable) 
is needed for which systems and subsystems. Given the question of KPI thresholds, 
research into dynamic KPIs for hourly and daily detection is recommended. It also 
needs to be examined whether the HVAC can be started up automatically daily, 
weekly or monthly by the BMS in different HVAC modes to hasten the detection of 
symptoms.  
In addition, a guideline on the minimum BMS dataset needed to estimate energy 
amounts to and from systems would be helpful. It could be worthwhile to expand the 
list of symptoms: for instance, with OS symptoms concerning flow rates, valves and 
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pumps. Additional symptoms from maintenance logbooks and commissioning 
reports were not included but could offer additional possibilities. 
For automation purposes, a generic library of symptom detection models is needed 
from which EP models can be selected in a specific case. A start has been made in 
this paper. 
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Appendix 3A. Threshold values and results from annual detection 

This appendix presents information on threshold values for the four types of 
symptoms in the 4S3F method in tables. Detection results from annual detection are 
also presented.  

As shown in Table 3A.1, a symptom is present (depicted as P) for ηreg. The other 
symptoms are absent (A). 

Table 3A.1. Annual detection results: energy balance symptoms 
(A: symptom absent; P: symptom present) 

System Efficiency Efficiency in accordance with 
guideline ISSO 39 [26] or design 

Measured 
efficiency 

Symptom 
detection 

ATES system (B) ηsystB 0.93 0.94 A 
Heat pump system (C) ηsystC 0.95 0.95 A 
Boiler system (D) ηsystD 0.95 0.95 A 
Hydronic cold-water system (G) ηsystG 0.95 0.99 A 
Hydronic cold-water system (H) ηsystH 0.95 0.98 A 
ATES system (B)  ηTSA 0.87 0.97 A 
ATES system (B)  ηreg 1 0.63 P 

Table 3A.2 presents the results for the energy performance factors (EPFs) 

Table 3A.2. Measured annual EPFs and reference annual EPFs 
(A: indicates symptom absent; P: symptom present) 

System 
EP factor EP factor in accordance 

with guideline ISSO 39 
[27] or design

Measured SPF Symptom 
detected 

Whole system  
(B to D, and H and G) 

SCOPhw 3  3 A 

Whole system  
(B to D, and H and G) 

SEERcw 40  60 A 

ATES system (B) SCOPreg 20 22.3 A 
Heat pump system (C) SCOPhp 4 4.5 A 
Heat pump system (C) SEERhp 3.2 3.6 A 
Roof system (F) SCOProof  20 16.7 P 
Hot water capacity (E) Phw 597 kW 540 kW A 
Cold water capacity (A) Pcw 742 kW 450 kW P 
Roof collector capacity (F) Proof 576 kW 531 kW A 
Heat pump capacity (C) Php 247 kW 270 kW A 
Gas boiler capacity (D) Pboiler 327 kW 400 kW A 
Capacity of heat exchanger TSA 
from ATES system (8) 

PTSA 840 kW 590 kW P 

Heat regeneration capacity of ATES 
system (B) 

Preg 237 kW 250 kW A 

Tables 3A.3 and 3A.4 present results for operational state symptoms. As can be seen, 
five operational state symptoms were detected. 
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Table 3A.3. Thresholds for set-point values and symptoms of control-based indicators 
(A: symptom absent P: symptom present) 

Controlled value Measured by 
sensor  
(see Figure 
3.6) 

Thresholds Symptom 
detected 

Hot water supply (E) 
(Thw_supply, Figure 5.2.) 

Winter mode: varying linearly 
between 45 and 35oC at outdoor 
temperatures between -10 and 
15oC. Summer mode: 30oC. 

TT28_02 εmax= 3 K δ [%] 
δLL=10% 11.1 P 
δUL=10% 0.9 A 

Cold water supply (A) 
(Tcw_supply, Figure 5.3.) 

Varying linearly between15 to 
11oC at outdoor temperatures 
between 15 and 25oC. 

TT29_02 εmax = 1 K δ [%] 

δLL=10% 0.5 A 
δUL=10% 22.8 P 

Outlet of cold-water heat pump 
(C) (Tcond_out, Figure 5.4)

8.5oC in winter mode.  TT04_01 εmax = 3 K δ [%] 
δLL=10% 3.1 A 
δUL=10% 4.0 A 

Outlet of evaporator (C) 
(Tevap_out, Figure 5.5) 

7oC in winter mode. TT04_04 εmax = 1 K δ [%] 

δLL=10% 0.9 A 
δUP=10% 3.1 A 

Inlet of cold water well (B) 
(Tcold_well_in, Figure 5.6)  

7.5oC  TT02_01 εmax = 1 K δ [%] 
δLL=10% 0.0 P 
δUL=10% 68.5 A 

Inlet of warm water well (B) 
(Twarm_well_in, Figure 5.7) 

17.5oC, 20oC in regeneration 
mode. 

TT02_03 εmax = 1 K δ [%] 

δLL=10% 18.9 P 
δUL=10% 8.3 A 

Table 3A.4. Thresholds for design-based indicators and symptom detection 
(A: symptom absent P: symptom present) 

Design value Measured by sensor 
(see Figure 3.6) 

Thresholds No symptom 
detected 
δ [%] 

Hot water return (E) 
(Thw_return, Figure 5.8) 

35oC in winter mode, 
24oC in summer mode 

TT28_03 εmax = 3 K 
δUL=10% 

69.9 A 

Cold water return (A)  
(Tcw_return, Figure 5.9) 

19oC TT29_04 εmax = 1 K 
δLL=10% 

9.2 A 

Input of evaporator (C)  
(Tevap_in Figure 5.10) 

12oC in winter mode, 
19oC in summer mode 

TT04_05 εmax = 1 K 
δUL=10% 

0.0 A 

Outlet of cold water well (B) 
(Tcold_well_out, Figure 5.11) 

8.5oC in summer mode TT02_01 εmax = 1 K 
δUL=10% 

7.8 A 

Outlet of warm water well (B) 
(Twarm_well_out, Figure 
5.12) 

16.5oC in winter mode TT02_03 εmax = 1 K 
δLL=10% 

48.7 P 
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Appendix 3B. Results from daily detection 

This appendix presents results from daily detection.  

Figure 3B.1 shows the daily COPs and EERs of the heat pump system. 

Figure 3B.1 Daily energy performance factors of the heat pump 

The maximum heat flux of the heat exchanger TSA of the ATES system is shown in 
Figure 3B.2 based on 16-minute time spans. Positive values are present when the 
warm well is used, negative when the cold well is used. 

Figure 3B.2 Measured capacity of the heat exchanger (TSA) of the ATES system throughout the 
year 2013. 

Figure 3B.3 shows the daily deviations of the systems B to D, G and H. As can be 
seen, they almost all remain under the thresholds. 
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Figure 3B.3 Daily efficiencies of systems B, C, D, G and H
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Figures 3B.4 to 3B.14 show energy signatures for operational states. One year was 
taken as the detection period. Each point indicates the result of one day. A detected 
symptom is indicated as P and as A when absent. ntot represents the number of days 
for which the system that affects the operational state is active. As a reference, each 
figure shows the values expected from the control set points or the design values. The 
acceptable limits εmin and εmax for ∆T are shown as presented in Tables 3A.3 and 
3A.4. In these graphs ‘no symptom detected’ is indicated by an A (absent) and ‘a 
symptom detected’ by a P (present), in line with Tables 3A.3 and 3A.4. A value in 
brackets indicates that a threshold was not seen. 
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Figure 3B.4 Energy signature of Thw_supply Figure 3B.5 Energy signature of Thw_return 

Figure 3B.6 Energy signature of Tcw_supply Figure 3B.7 Energy signature of Tcw_return 
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   Figure 3B.8 Energy signature of Tevap_in Figure 3B.9 Energy signature of Tevap_out 

Figure 3B.10 Energy signature of Tcond_out 
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Figure 3B.11 Energy signature of Tcold_well_in Figure 3B.12 Energy signature of Tcold_well_out 

Figure 3B.13 Energy signature of Twarm_well_in Figure 3B.14 Energy signature of Twarm_well_out 
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Appendix 3C. Results from monthly detection 

This appendix presents some detection results from monthly detection periods. False 
detection results, deviating from the annual outcomes, are shown highlighted in grey 
background. Table 3C.1 shows the outcomes for the boiler system D. 

Table 3C.1 Monthly energy balance symptoms of boiler system D 
Grey background: Symptom is present (δUL=above upper limit, δLL=under lower limit, NA=not available, 
nday=number of operational days) 

Table 3C.2 shows the monthly deviation ε of the SCOP of the heat pump based on 
the days in the month for which the SCOP could be estimated. The heat produced 
monthly is divided by the work supplied by the heat pump monthly to estimate the 
measured monthly SCOPhp. The reference SCOPexp is calculated using Eq. (3.16). 

As can be seen from this table, a monthly detection period leads to symptoms for June 
to September despite the fact that the annual SCOP for the heat pump apparently 
indicates a correct COP.  

Table 3C.2 Monthly SCOP symptoms of the heat pump on a daily basis 
Gray background: Symptom is present, ε=deviation between SCOPhp and SCOPexp 

Symptom Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual 
SCOPhp 4.5 4.5 4.4 4.5 4.7 4.2 3.9 0.0 4.9 4.9 4.7 4.7 4.5 
SCOPexp 4.5 4.5 4.5 4.7 4.8 5.0 5.0 5.0 4.9 4.9 4.7 4.7 4 
ε [%] 1.1 0.0 -1.2 -3.3 -2.5 -16 -23 -101 -1.3 1.6 -0.9 0.0 12.5 
Qcond_mod 
[GJ] 316 282 166 102 33 21 7 0 8 33 115 192 1313 

The maximum heat flux measured in each month is shown in Table 3C.3. As can be 
seen, capacity is low in the months May to November. 

Table 3C.3 Symptoms for the capacity of the boiler 
(grey background: symptom present) 

Symptom Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual 
Pboiler T T T T F F F - F F F T T 
Pmax [kW] 394 380 400 311 227 67 22 NaN 56 63 62 377 400 

Table 3C.4 presents the results for monthly symptoms for three OS variables 
considered in the case study: Tcond_out, Tcw_supply and Tcold_well_in. In this 
table δL and δH represent the monthly percentage by which the lower and upper limit 
thresholds are exceeded, calculated using Eq. (3.8). Those hours ntot are shown in 
Table 3B.4 for each month. For those hours an exceeded threshold is added to nfault 
as a counter. This table also shows the exchanged energy Emonth during those hours. 

Symptom Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual 
ε [%] -2 -3 -7 -3 -1 0 -5 0 -1 -2 -3 -3 -0.4
Qboiler_mod [GJ] 60 35 66 12 3 0 3 0 0 0 1 13 198 
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Table 3C.4 Monthly OS symptoms 
(grey background: incorrect detection) 

(δUP=above upper limit, δLL=under lower limit, NA=not available, ntot=number of operational hours or 
days, Emonth=exchanged energy) 
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4. P&ID-based automated fault identification for
energy performance diagnosis in HVAC systems:

4S3F method, development of DBN models and 
application to an ATES system. 

This chapter has been published as: 
Arie Taal, Laure Itard, “P&ID-based automated fault identification for energy 
performance diagnosis in HVAC systems: 4S3F method, development of DBN 
models and application to an ATES system”, Energy & Buildings 224 (2020) 110289 

In this chapter, the fault isolation in the 4S3F method is presented which is conducted 
on the thermal energy plant of the building of the Hague University of Applied 
Sciences in Delft. In addition, energy savings are estimated after the founded fault 
corrections.  

4.1. Introduction 

As noted in [1], for example, fault detection is the detection of the presence of faults 
in the functioning of a system by means of symptoms. To use healthcare as an 
analogy, faults can be seen as illnesses which lead to symptoms. These faults are 
isolated and evaluated in the diagnosis process. 
Despite the many studies of building commissioning and energy management, 
building energy analysis systems with fully automated fault detection and diagnosis 
are rarely applied in practice, resulting in unnecessarily high energy consumptions.  
In [2] a first draft of the 4S3F method was presented. This method, based on data 
provided by the Building Management System (BMS), aims to achieve automated 
continuous energy diagnosis of complex heating, ventilation and air conditioning 
(HVAC) systems using a systematic approach based on the information contained in 
process & instrumentation diagrams (P&IDs) and the subsequent analysis of four 
categories of symptoms and three categories of faults (4S3F). This 4S3F method is 
present in the Building Energy Management System (BEMS), which can either be a 
separate application or be implemented in the BMS. The method was shown to 
overcome the problem of energy diagnosis systems seldom being used in practice 
because their design does not reflect how HVAC designers work. Furthermore, the 
process of using energy diagnosis to isolate faults is far from fully automated at 
present, there is little standardization of energy diagnosis, and few generic methods 
are applicable which can be applied regardless of the type of HVAC system. This 
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leads to solutions which are not only very specific to particular HVAC systems, but 
which are also time-consuming to implement. 
In [2], a first draft of the 4S3F architecture was tested on a simple theoretical case. In 
the current article, the diagnosis phase in the 4S3F method is applied to a thermal 
energy plant with real sensor data for a whole year, in the assumption that symptoms 
have already been identified at this stage.  
A great deal of research has been conducted on automated fault detection and 
diagnosis (FDD). Kim and Katipamula presented in [3] an overview of existing FDD 
methods for HVAC systems. Various diagnosis methods can be applied depending 
on the detection method. In the last decade, data-driven detection methods have been 
discussed, such as those based on regression formulas, artificial neural networks 
(ANN), principal component analysis (PCA) and support vectors, such as the support 
vector machine (SVM). Wang and Xiao [4] and Beghi et al. [5], for example, isolated 
sensor faults after PCA detection by means of the sensor contribution to the symptom. 
Li et al. [6] also estimated the contributions of possible faults to the symptom for the 
purpose of isolating faults. They used a support vector data description (SVDD) 
algorithm on chiller FDD to detect a symptom. In [7], Wang and Cui also applied 
PCA as a detection method and isolated the faults by means of rules using a fault 
diagnostic classifier.  
Due to the data-driven nature of these machine learning techniques, their application 
to the identification of faults remains a complex process. Furthermore, these 
approaches to diagnosis depend on the specific method of data-driven detection 
applied. In addition, they rely on the availability of data on healthy operation and, for 
some methods, data on healthy operation combined with data on incorrect operation 
with known faults. Liang and Du [8], for example, applied an SVM classifier based 
on both normal and faulty conditions. 
Besides data-driven methods, the application of model-based and rule-based methods 
is also commonly found in recent literature. Song et al. propose in [9] a model-based 
method in which faults are estimated by means of simulation, with a classification set 
up on the basis of the calculated symptoms. In rule-based detection methods, we see 
that the isolation of faults mainly takes place using a diagnosis rules table (see e.g., 
Zhao [10]). In DABO [11], an FDD application, rule tables are also used to isolate 
faults. Another method is a reference-based approach that compares the behaviour of 
similar components to isolate a faulty component. See [12] where this is applied to 
district heating substations. Despite the many solutions proposed, an approach to 
generic automated fault diagnosis that can be applied regardless of the type of HVAC 
system has yet to be developed, and the practical implementation of current methods 
calls for considerable effort. In particular, the IT-based nature of data-driven methods 
means that by their very nature they are far removed from the professional practice 
of HVAC engineers. Furthermore, HVAC systems are also becoming more complex 
due to the many possible combinations of components and complex controls that 
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incorporate a large number of sensors. Generic FDD methods are not available for 
these new systems. Moreover, HVAC systems consist of subsystems and a 
simultaneous diagnosis for these subsystems has yet to be proposed. In research, FDD 
takes place sequentially either top-down or bottom-up, but not in both directions, 
which could help enable quicker, more comprehensive and more accurate diagnoses. 
In addition all methods provide a true-false result for faults and this can lead to 
incorrect conclusions due to inaccuracies in measurements and method. 
In the 4S3F FDD architecture, the fault isolation part of the diagnosis is carried out 
using a diagnostic Bayesian network (DBN) method that largely solves these 
problems. The DBN method has been applied successfully to chillers [13], to VAV 
terminals [14] and to AHU [15 and 16]. However, these applications are still HVAC-
specific. The automated fault isolation (AFI) in the 4S3F method overcomes this 
problem and has been demonstrated at the extensive thermal energy plant at The 
Hague University of Applied Sciences (THUAS) building in Delft, the Netherlands, 
using the data present in the building’s BMS. The HVAC system that formed the 
focus of the study contains a gas boiler and a heat pump combined with an aquifer 
thermal energy storage (ATES) system for storage and supply of both heat and cold. 
All buffers and hydronic systems were also included. The analysis covers a whole 
year, based on data collected at 16-minute intervals, and demonstrates the practical 
usability of the 4S3F architecture for an existing HVAC system.  
The basic 4S3F diagnosis architecture for energy performance is briefly presented in 
Section 4.2. In Section 4.3 the generic approach of AFI with the 4S3F approach is 
presented. Section 4.4 describes the HVAC system under consideration. In Section 
4.5 the symptoms detected in the case study are presented, as they form the starting 
point for the fault diagnosis method. Section 4.6 describes the application of the AFI 
method applying DBN models. In this section the case study results are presented and 
evaluated and in section 4.7 the fault diagnosis without subsystems and fewer 
symptoms is discussed. Section 4.8 energy optimization and savings are discussed. 
Additionally, in Section 4.9, a sensitivity analysis is conducted on prior probabilities 
in the case study. Finally, in Section 4.10, conclusions are drawn, and 
recommendations made concerning the fault diagnosis element of the 4S3F diagnosis 
framework.  

4.2. 4S3F architecture for energy performance detection and 
diagnosis 

This section presents the salient points of the 4S3F architecture. For a detailed 
explanation of this architecture, see [2]. 
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Figure 4.1 4S3F architecture for automated energy performance detection and diagnosis 

The identification of symptoms starts with the detection of observable malfunctioning 
symptoms, based on the HVAC P&IDs (process and instrumentation diagrams) and 
the measurement points and set points present in the BMS, the main purposes of 
which are the control and monitoring of the HVAC system.  
These symptoms are categorised in four main types (4S), see Figure 4.1: balance 
symptoms (energy, mass and pressure-based), energy performance (EP) symptoms, 
operational state (OS) symptoms and additional symptoms (based on additional 
information such as maintenance information). The results of the symptom detection 
phase are supplied to a diagnostic Bayesian network (DBN) model. In this model, 
symptoms are linked to possible faults. We distinguish three types of faults: faults in 
the models used to enrich BMS data (e.g., to estimate missing energy data or to set 
up balance models), component faults and faults affecting control components. In 
this paper, we demonstrate a DBN for energy performance purposes, in which we 
have taken into account that model faults are not present and that this has been 
checked. We define components as being not only trade components but also HVAC 
systems at different aggregation levels. Figure 4.2 shows the relationship between the 
four types of symptoms and the three types of faults as implemented in the 4S3F 
DBN models. The direction of the arrows in the DBN runs from the fault nodes to 
the symptom nodes. In other words, this figure shows which symptoms may be 
caused by a specific fault. The components and controls can be extracted from the 
HVAC P&ID diagram. The present paper focuses solely on the fault identification 
part (3F) of the 4S3F framework.  
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Figure 4.2 4S3F DBN structure 

In the DBN diagnosis, the Present and Absent probabilities of the faults are estimated 
on the basis of the presence and absence of symptoms as established by the symptom 
detection. 
The main advantages of applying DBN for fault isolation purposes, presented in [2], 
is that the structures of the DBN models can be extracted from P&IDs and that 
isolation of multiple faults takes place simultaneously. This also supports a system 
approach, because a DBN model can be built from DBN submodels and can be set 
up using aggregated DBN models from a DBN model library. A DBN model is easy 
to expand. 
Due to its probability-based character, the DBN approach addresses uncertainties in 
measurements and in the FDD model and is to some extent insensitive to parameter 
values of the DBN nodes. It can handle conflicting symptoms and delivers results 
even when only a few symptom nodes are available because the outcomes are 
probabilities instead of Boolean. Furthermore, symptoms from all kinds of detection 
methods can be integrated. 

4.3. The fault identification approach based on the 4S3F method 

This section discusses the generic approach to identify faults from symptoms 
applying DBN models. As explained in Section 4.2, many different faults can lead to 
a single symptom. The reverse is also true: a fault can result in multiple symptoms. 
It is therefore necessary to conduct an analysis of the combination of all observed 
symptoms to determine the exact cause(s) of malfunctioning (the fault(s)). The 4S3F 
fault diagnosis method, as depicted in Figure 4.1, is based on Bayesian theory. Using 
the detected symptoms, the probability of occurrence of specific faults can be 
estimated.  
Just as all possible symptoms can be identified once from the HVAC schematic, so 
all possible faults must also be identified once for each HVAC system, based on the 
HVAC P&ID (see for such a diagram Figure 4.11). This is a relatively simple once-
only inventory, as was noted in [2], and will be demonstrated in Section 4.3.2. This 
inventory results in all possible faults being connected to all possible symptoms 
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through a DBN. The structure of the DBN closely follows the structure of the HVAC 
P&ID and its construction (also a once-only event) is therefore reasonably 
straightforward. A distinction can be made between component faults, control faults 
and model faults, see Figure 4.2. In the present paper, model faults are left out of the 
description in order to avoid excessively long descriptions and because a DBN with 
a model fault was already described in [2].  
System levels on which DBN models are set up are discussed first, followed by how 
to establish the relationships between faults and symptoms from a P&ID. This section 
ends with the implementation of the DBN models. 

4.3.1. System levels 

As well for components as for controls levels are distinguished. 

Components 
According to [2], we should consider components on different levels, as a 
simultaneous diagnosis helps to isolate faults more accurately due to redundancy: 

Level A:  the total system  
Level B:  aggregated systems 
Level C: (trade) components  
Level D:  subcomponents inside (trade) components 

This also helps to define reusable diagnostic models that may be available in a library. 
For the sake of demonstration, complex DBN schematics are not shown in this paper, 
as we have made a conscious effort to limit the number of DBN nodes. This means 
that Level A (the complete system) and Level D (parts of components) are not shown, 
and only the faults at Levels B (aggregated systems) and C (components) are 
included. For instance, a malfunction in the heat pump is a possible fault but we will 
not specify the exact location within the heat pump at Level D, e.g., the compressor, 
evaporator, condenser or embedded control. In other words, the heat pump will be 
treated as a black box system, which is logical given that it is a commercially 
available component. In the authors’ view, fault diagnosis at Level D could be 
implemented by component suppliers. Fault results from such as diagnosis could then 
be used as additional symptoms in the 4S3F method. For energy diagnosis purposes, 
we propose that the aggregated systems are based on generator, hydronic and emitter 
systems according to EN 15316-1:2017 [17].  

Controls 
As with components, for the purposes of this paper faults in the control system of 
each system are aggregated to one fault per system: for instance, the control of the 
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heat regeneration system may be faulty, but we do not specify whether the fault is in 
the temperature set point or in the timer setting. It may of course be possible and even 
desirable to consider both in practice, but that is not necessary to demonstrate the 
method within the context of this paper.  
A control contains controllers which derive signals from sensors and send signals to 
components acting as actuators. These signals propagate information, as opposed to 
components which exchange energy. Control faults can be errors in controllers (e.g., 
control rules, set points), in connections with sensors and in actuators (e.g., broken 
wires and interruptions) and caused by incorrect design of the control circuit, 
including actuators. Generic controls at level B applied in thermal plants with an 
ATES system are the control of the ATES system, of the cold water, the hot water, 
and in addition, controls at Level C: the controls of the supplied condenser and 
evaporator water temperature of the heat pump. 
The control parts of the P&ID can be based on guidelines (e.g., documents on 
hydronic systems, such as the ISSO standard for hydraulic systems [18 and 19]), 
which describe HVAC modules in the Netherlands.  

4.3.2. Relationships between faults and symptoms 

In this section, generic DBN (sub)models are discussed, along with their 
implementation. 
As depicted in Section 4.3.1, components at Levels A to D can be defined. Generic 
fault isolation models can be developed once only for each type of component. The 
fact that this approach takes in balance, energy performance and operational state 
symptoms regardless of components and controls is what makes it generic. 
Components at lower levels can be combined to form generic subsystems and finally 
to generic aggregated systems as models for the thermal generator, hydronic and 
emitter systems. The first step is to construct the overall DBN model using DBN 
models for systems at level B and C, followed by setting the prior and conditional 
probabilities of the fault and symptom nodes. Again, this is done only once for each 
model, which can be saved in a model library.  
It can be helpful to create a table that lists related errors and symptoms. See for 
instance Table 4.1, where such a generic model has been set up for a heat pump 
system (a generator system) at level B. The grey filled cells indicate the presence of 
a relation. As example, the cause of a low COP of the heat pump may be a 
malfunctioning heat pump, a too high set point in the control of the outlet water 
temperature of the condenser or a too low set point in the control of the outlet water 
temperature of the evaporator. However, it can also be approached on the other hand: 
if a fault is present, what symptoms can there be? 
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Table 4.1 Fault-symptom relation table for a heat pump system. 

For the purposes of simplicity and accuracy, we propose that only strong relations 
should be set up and weak ones should be ignored. Such tables can easily be set up 
with reference to the HVAC P&ID (which depicts components at level B) as shown 
in Figure 4.3. In this figure, we see the controllers TC1 and TC2 which controls the 
evaporator outlet temperature (measured by sensor TT2) and the condenser outlet 
temperature (measured by TT3). The heat pumps’ capacity is estimated by the 
temperature sensors TT3 and TT4, and the flow sensor FT2. The COP (coefficient of 
performance) is calculated from the supplied heat Qcond and the compressor work 
Ecompr, measured by ET1. And the EER (energy efficiency ratio) by the supply cold 
Qevap and Ecompr. Thus, we see that from the P&ID we can extract faults as well 
symptoms.  

4.3.3. DBN models 

As stated in Section 4.2, the DBN model calculates the posterior fault probabilities 
from the presence and absence of symptoms. An example of such a calculation 
is given in Appendix B of [20]. 

DBN schematics 
From the relationships between the faults and symptoms, a DBN model is set up. 
As example, Table 4.1 results in the DBN model shown in Figure 4.4. 
Since DBN models of aggregated systems at Level B as shown in Figure 4.4 
are generic, this can be done once and then be reused. 

Faults  Heat pump Control 
outlet water 
temperature 
of the 
evaporator  

Control outlet 
water 
temperature 
of the 
condenser 

Symptoms 
Heat pumps’ capacity  
COP heat pump in heating mode 

EER heat pump in cooling mode 

Outlet water temperature evaporator 

Outlet water temperature condenser 
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Figure 4.3 P&ID heat pump system. 

Figure 4.4 DBN schematic diagram of a heat pump system. 

The software tool we used to construct our models is called GeNie [21]: a validated 
software application offering the possibility to create aggregated DBN models based 
on DBN submodels. This makes it possible to develop specific DBN models with the 
use of generic DBNs for components or systems, which shorten the implementation 
effort in the fault identification layer. Balance, energy performance and operational 
state symptom nodes are linked to fault models, such as heat pumps, boilers, cold 
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water systems, hydronic systems and ATES systems. The links between fault and 
symptom nodes can be set up once only. Some links for faults and symptoms which 
concern several systems and components can be set up once only for well-known 
system configurations. These DBN models can be stored in a library. 

Node states and probabilities 
The parameters of DBN models are probabilities for the node states. The fault nodes 
are so-called parent nodes which contain prior probabilities for the state of the nodes. 
The corresponding child nodes, the symptom nodes, have conditional state 
probabilities that depend on the state of the connected parent nodes. First, the values 
of the prior probabilities must be set, followed by those of the conditional 
probabilities (see also [2], which proposes distinguishing between two states for the 
fault and symptom nodes: Present or Absent). The values only need to be set once 
when implementing the DBN model and can be based on HVAC expertise and later 
on historical data from the BMS. 

• Prior probabilities of parent nodes
The absolute values of the prior Present and Absent probabilities for the events are
chosen arbitrarily but their relative values are based on expert knowledge. For the
sake of simplicity, we set separate fixed values for component faults and for control
faults. The actual prior probabilities of component faults are set at 98%, which means
that two out of 100 components are not functioning properly. However, the Absent
prior probabilities of control rules are set lower to 95% because in practice energy
performance often decreases due to faulty set control rules, changes in building use
or incorrect changes to set points of the control system.
Figure 4.5 presents an example of the prior properties of a fault called Control roof
heating. We distinguish between two states: Present or Absent with corresponding
probabilities.

Figure 4.5 The implemented prior node properties of a fault called Control roof heating in GeNie 

• Conditional properties of child nodes
The probabilities of the Present and Absent states of the symptom nodes depend on
the state values of the fault nodes. In this case study, it is assumed that when one of
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the parents is Present, the child value is Present with an arbitrary probability of 95%. 
This means there is an Absent probability of 5% for the child node when one or more 
of the parents are Present, because parent node faults can cancel each other out and 
lead to no symptom.  
By way of example, Figure 4.6 presents the set properties in the dialogue box of a 
symptom node, in this case for a symptom called SEERcw. We have applied so-called 
Noisy-MAX nodes, in which we assume that the symptom is Absent when all parent 
states are Absent (LEAK=1). 

Figure 4.6 The implemented conditional node probabilities of a symptom  
called SEERcw in GeNie. 

In future, the prior and conditional probabilities can be estimated more precisely as a 
result of experience and data mining. However, [20], in which the 4S3F method was 
conducted on a demand-controlled ventilation system, showed that the absolute 
values of the set probabilities are somewhat insensitive for the diagnosis results. In 
Section 4.9 we confirm that rough-set prior probabilities do not influence the 
outcomes fundamentally. 

4.4. The thermal energy plant at The Hague University of Applied 
Sciences in Delft 

The identification part of the 4S3F method is tested on the HVAC system of the 
THUAS building in Delft (see Figures 4.7 and 4.8). The ventilation of the building 
rooms is demand controlled by CO2 concentration. In the classrooms and general 
living areas there is underfloor heating and cooling and in the staff rooms this has 
been extended with heat and cold ceiling panels. 
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Figure 4.7 The atrium of the THUAS building. 
Figure 4.8 A staff room in the THUAS 
building. 

Figure 4.9 shows the heat exchanger (8) with at the left a part the heat pumps’ casing 
and in Figure 4.10 the headers (14) and (15) are presented.  

Figure 4.9 The heat exchanger (8) 
 Figure 4.10 The headers (14) and (15) 

The P&ID of the thermal energy plant in which these components are present, is 
presented in Figure 4.11. For the sake of simplicity, controllers are not depicted. 
We have simplified this diagram based on generator, hydronic and emitter systems at 
level B. See Figure 4.12, in which relevant energy variables used for symptom 
detection are also depicted. In this figure, controllers for hot and cold-water supply 
temperatures (TChw and TCcw), roof heating (TCroof), regeneration (TCreg) and ATES 
(TCATES) systems. Coupled control and sensor signals are also shown. These controls 
are explained in Section 4.6.1. Annual energy flows and efficiencies measured in 
2013 are also depicted. 
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Figure 4.11 Principal diagram (P&ID) of the thermal energy plant at THUAS
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    Generator systems Hydronic systems Emitter systems 

red dotted line, whole system

Figure 4.12 The relevant aggregated systems at Level A and at Level B 
(Consisting of systems A to and system controls). 

In this figure, eight aggregated systems are present, based on systems 1 to 40 depicted 
in Figure 4.11. The determination of systems and subsystems is a one-off task, carried 
out based on the P&IDs as explained in [2].  
In winter, heat is generated by a heat pump. When the heat loads are high, a gas boiler 
delivers additional heat. The heat source of the heat pump is warm water delivered 
by the warm well of an ATES system, which presents the winter mode of the thermal 
energy generation system in a schematic. The ATES system can also deliver heat to 
the parking lane on the roof to keep it free of ice.  
In the summer months, cold water from the cold well of the ATES system provides 
cooling. When cooling loads are high, the heat pump produces additional cold water 
on the evaporator side. This type of thermal energy plant with an ATES system is 
common in the Netherlands: more than 2,000 of them have been installed in recent 
years and their operation is known to be often sub-optimal. 
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During the summer, heat from the heat pump condenser and the roof collector can be 
used to regenerate the warm well of the ATES system because the amount of thermal 
energy extracted from and supplied to the wells must be balanced annually in 
accordance with Dutch regulations. In Figure 4.12 the direction of the arrows shows 
positive heat transfer. Work supplied by pumps and the heat pump compressor is 
noted as W in these figures. 
Measurement data are stored in the BMS at 16-minute intervals. The codes of the 
sensors and actuators (from 02 to 48) as implemented in the BMS were supplied by 
the designer of the HVAC system. As example, Figure 4.13 shows the flow sensor 
with code FT28-03 which is located in the hot water circuit depicted in Figure 4.11. 

Figure 4.13 Flow sensor FT28-03 

For the case study, the whole of the year 2013 is included due to the availability of 
an almost complete dataset.  

4.5. Detected symptoms in the case study 

In this section, the symptoms detected by the 4S3F method in the year of 2013 are 
listed and form the starting point for the automated fault identification. Table 4.2 
summarises the annual results of the symptom detection process conducted in the 
case study. To estimate the presence or absence of a particular symptom, BMS sensor 
data are used. In a separate process, sensor data outliers are left out and missing data 
are filled in. Furthermore, biased data are corrected (also using the 4S3F method). 
This means that the data available is faultless. 
Symptoms concerning efficiencies (η) constitute thermal energy losses in systems 
which are required to be lower than 2-4%, depending on the system. In addition, 
Table 4.2 shows the efficiency of the TSA heat exchanger of the ATES system ηTSA 
(87% according to design) and the efficiency of the thermal energy regeneration of 
the ATES system ηreg, which Dutch regulations stipulate must be 100% (i.e., each 
year, the same amount of thermal energy must be supplied to the aquifer as is used). 
These are defined as balance symptoms because they are calculated on the basis of 
energy balances. In addition to balance symptoms, we also identify energy 
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performance and operational state symptoms. The first are related to performance 
indicators such as the seasonal performance coefficient (SCOP) for the generation of 
thermal energy (a threshold of -5% is taken into account) and capacities (P) of 
components and systems realized as compared to those specified in the design 
(threshold of -10%). The second are symptoms regarding actual state values such as 
temperatures. Here we distinguish between controlled-based state values, which are 
set in a control system, and rule-based state values, which are those expected on the 
basis of the design. In the case study, a symptom is found when a controlled or design 
temperature is lower or higher than needed (+/- 1 to 3 K) for more than 10% of the 
days on which the associated system is operational. As Table 4.2 shows, 9 of the 31 
possible symptoms of malfunctioning were shown to be present. 

Table 4.2 Overview of the detection results from BMS data for the 31 possible symptoms found 
in the year 2013 

(P= symptom present, A= symptom absent) 

B=ATES, C=heat pump, D=boiler, G=hydronic cold water, H=hydronic hot water, 
hp= heat pump, hw=hot water, cw= cold water) 

Energy balance symptoms 
Regeneration efficiency symptom ηreg was Present. This indicator represents the 
degree of thermal energy balance in the ATES system. 

Energy performance symptoms 
Symptom SCOProof was Present, indicating that the roof heating system used more 
energy than expected. Furthermore, the thermal capacities of the cold-water system 
A (Pcw) and of the heat exchanger of the ATES system (PTSA) were lower than 
expected from the design values. 

Operational state symptoms 
In addition to the balance and EP symptoms, OS symptoms were detected: the hot 
water supply temperature to system H was too low and the cold-water supply 
temperature to system A too high. Unexpected temperatures were also found at the 
warm and cold wells of the ATES system. 

Balance 
symptoms 

Energy performance (EP)  
symptoms 

Operational state (OS)  
symptoms 

Efficiencies A/P Performance 
indicators 

A/P Capacity 
indicators 

A/P Controlled- 
based  

A/P Design-based A/P 

ηsystB A SCOPhw A Phw A Thw_supply P Thw_return A 
ηsystC A SEERcw A Pcw P Tcw_supply P Tcw_return A 
ηsystD A SCOProof P Php A Tcond_out A Tevap_in A 
ηsystG A SCOPreg A Proof A Tevap_out A Tcold_well_out A 
ηsystH A SCOPhp A Preg A Tcold_well_in P Twarm_well_out P 
ηTSA A SEERhp A PTSA P Twarm_well_in P 
ηreg P Pboiler A 
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4.6. Automated fault isolation in the case study 

In this section, the AFI is conducted in the THUAS case study. The considered faults 
are discussed in Section 4.6.1. Section 4.6.2 presents the relationships between faults 
and symptom. Next, the implementation of the DBN models are presented in Section 
4.6.3. And finally, in Section 4.6.4, the results of the fault isolation process. 

4.6.1. Selected component and control faults 

In aggregated hydronic systems A, E, G and H, we assume that only one fault can be 
present which covers faults in pipes, valves, heat exchangers, headers and pumps. In 
the other aggregated systems, multiple component faults are present. In the roof 
system F, faults in the roof collector (TSA roof) and hydronic system F can be present; 
in the heat pump system C, the heat pump (12) and the hydronic system can be 
present; in the boiler system D, we assume that the hydronic system D and the boiler 
can be faulty, and in the ATES system B, faults in the heat exchanger TSA (8) and 
hydronic system B are present. In total, therefore, there are 11 possible component 
faults to consider.  

Control faults 
From the control description of the thermal energy plant, which was present in the 
design document and the P&ID, the following five control faults at Level B, as 
depicted in Figure 4.13, can be distinguished: 

• Control ATES
• Control heat regeneration
• Control roof heating
• Control cw
• Control hw

In addition, we take into account two controls at Level C in the heat pump system 
(system C): 

• Control cond
• Control evap

We explain the implemented controls in the thermal energy plant of THUAS below 
in greater detail for the ATES and regeneration systems. The other five are described 
in Appendix A. 
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Control ATES 
Control ATES depicts the faulty control of the ATES system. Figure 4.14 presents a 
simple schematic of the control of the ATES system B. When unloading cold water, 
the controller of the ATES system controls the flow rate of pump CP02-01 in the cold 
well to obtain the desired supply temperature in the warm well, measured by TT02-
03. In the same way, the temperature of the supply water to the cold well is controlled
when unloading heat from the ATES.

Figure 4.14 Control of the ATES system        
Figure 4.15 Control of the 
regeneration system 

Control regeneration 
Control regeneration depicts the control of the heat regeneration for the ATES 
system. The schematic of this control is shown in Figure 4.15. At high outdoor 
temperatures in summer, the roof and ATES systems are switched on. The roof 
system supplies heat to warm well 32 via systems 17 to 19.  

4.6.2. Relationships between faults and symptoms. 

We will examine 11 possible component faults. In addition, seven control faults are 
present. As seen in Table 4.2, 31 outcomes for symptoms are present. A DBN model 
is therefore built with 18 fault nodes and 31 symptom nodes. 
Table 4.3 presents the completed Table 4.1 for the case study. As noted in Section 
4.3.2 weak relations between faults and symptoms are ignored. For instance, the 
relation between the heat pump capacity Php symptom and the Control ATES fault: 
the table supposes no relation between the two because the warm water well 
temperature is thought always to be high enough to deliver heat to the evaporator of 
the heat pump. Only if the warm water well temperatures were to drop to an 
unrealistically low level (e.g., 4oC) would the heat pump be incapable of delivering 
enough heat. 
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Table 4.3 Main relations between the 31 symptoms and the 18 faults to build the DBN models 
hp= heat pump, hw=hot water, cw= cold water 
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Figure 4.16 Overall DBN model at Level B with systems A to H.
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4.6.3. The implementation of DBN models in GeNie  

Based on Table 4.3, DBN models are built in GeNie. The overall DBN model is 
presented in Figure 4.16 and is constructed based on Figure 4.12. Both figures contain 
the eight main aggregated systems A to H at Level B, shown in blue. Fault nodes are 
shown in purple while symptoms which can be caused by more than one system at 
Level B, see Table 4.3, are shown in grey.  
Figures 4.17 to 4.24 show the DBN models for systems A to H at Level C. As can be 
seen, these figures contain the 18 fault and 31 symptom nodes depicted in Table 4.2. 
These DBN models are extracted from the P&ID of Figure 4.11. Congruent to Figure 
4.2, the arrow directions run from the fault nodes to the symptom nodes. 

For example, Figure 4.18 shows that the fault node TSA ATES is linked to the 
symptom nodes ηTSA, PTSA, Tcold_well_in, Twarm_well_in, Tcold_well_out and 
Twarm_well_out, which are present in the DBN model of the ATES system. In 
addition, TSA ATES is linked to the symptoms SEERcw and Pcw (see Figure 4.16), 
and Tcw_supply and Tcw_return (see Figure 4.17). The above is consistent with 
Table 4.3. 
 
4.6.4. Fault isolation results 

The symptom detection results presented in Table 4.2 are imported into the DBN 
model. This was done manually in our case study, but it is possible to automate this 
process. Note here that the symptoms were obtained using one year of 16-minute data 
and looking at yearly, monthly or weekly indicators. However, for the fault isolation 
itself, time steps are irrelevant and therefore not included in the DBN. Symptoms 
found over a period of less than a year (monthly, weekly, daily or even shorter 
timespans) can simply be fed into the DBN, resulting in shorter timespan outcomes. 

We propose taking action when the Present probabilty outcome of a fault is higher 
than 30%. Isolation by the DBN resulted in four identified faults with 100% (see 
Figure 4.25): Present outcomes that led to 4 observed symptoms: Control hw, 
Control ATES, Control regeneration and Control roof heating are faulty. 

 

 

 

 

 

 

Figure 4.17 DBN model of the cold-water system A 
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Figure 4.18 DBN model of the ATES system B. 

Figure 4.19 DBN model of the heat pump. 

Figure 4.20 DBN model of the boiler system D. system C. 

Figure 4.21 DBN model of the hot water system E. 
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Figure 4.22 DBN model of the roof system F. 

 

 

Figure 4.23 DBN model of the cold-water hydronic system G. 

 

 

 

Figure 4.24 DBN model of the hot water hydronic system H. 

 

Figure 4.25 Posterior fault probabilities after diagnosis. 

 
Discussion of the isolation results 
We also contacted the maintenance company and the facility manager at THUAS to 
ask about other disruptions in the thermal power plant. They stated that there had 
been no thermal comfort complaints due to a malfunction in the thermal power plant. 
The four faults that were isolated would appear to be the only one’s present. We will 
discuss them separately below. 
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Control hw 
The control fault of the hot water system was identified as Present. This diagnosis 
result seems to be correct because detection revealed that the supply hot water 
temperature was often too low. Faults were not found in the installed capacities of 
the heat pump and the boiler. In addition, the control of the condenser seems to be 
correct, because no symptom was found in the condenser outlet temperature. 
Apparently, an excessively low supply water temperature is caused by Control hw. 

Control ATES  
The inlet water temperatures to the warm and cold well are too low and too high. As 
shown in Table 4.3, two main faults can cause this: TSA ATES or ATES control.  
TSA ATES can be excluded because the efficiency of the heat exchanger efficiency 
ηTSA was correct. In addition, the capacity of the cold-water system A was low, while 
no thermal comfort complaints from users had been received. It would appear that 
the cold-water system A needs less capacity than stated in its design specifications. 
The resulting symptom was a lower-than-expected PTSA capacity. This leads to the 
justified conclusion that ATES control has been correctly identified as faulty, leading 
to excessively high and excessively low load temperatures for the ATES wells. 
Control regeneration 
No symptom was found for the capacity of the roof collector. TSA roof therefore 
seems to be correct. However, the thermal energy balance of the ATES system was 
incorrect, leading to an ηreg symptom, linked to the control of the regeneration 
system which is identified as Present. 

Control roof heating 
A survey of the 16-minute energy exchange to the roof showed that the roof was also 
heated by the boiler. This was not in conformity with the design. Adapting the control 
of the roof heating would therefore appear to be a reasonable course of action. 

4.7. Effects of a DBN with only aggregated systems A to H (Level 
B) 
The overall DBN model at aggregated Level B presented in Figure 4.16 contains 
DBN models of components at Level C. In this section, we discuss DBN models for 
aggregated systems A to H at Level B only, with and without capacity and operational 
state symptoms. This is to test the importance of the combined top-down/bottom-up 
approach in identifying faults. Figure 4.26 shows the DBN model at level B with both 
capacity and OS symptoms.  
For the sake of simplicity, we have left out return water OS symptoms and efficiency 
symptoms. In Appendix 4B, the DBN models at Level B without capacity or OS 
symptoms are presented. 
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Figure 4.26 DBN model at Level B 

Figure 4.27 presents the posterior fault present probabilities after diagnosis. In green 
the results from Section 4.6.4 (level B + C) are shown. 
As this figure shows, diagnosis restricted to Level B with capacity and OS symptoms 
(orange) also isolates the four control faults. However, it is more difficult to find a 
fault inside the aggregated system at Level C (e.g., the control condenser or heat 
pump) if the heat pump system has been isolated as a fault.  

Figure 4.27 Posterior Present fault probabilities after diagnosis. 
(100 % is fully isolated as faulty) 
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As can be seen from this figure, faults are not isolated correctly when capacity or OS 
symptoms are missing.  
In Figure 4.28 these incorrect outcomes (present fault probability above 30 %) are 
shown with the value 1.  

Figure 4.28 Incorrect fault isolation 
(1=fault is Present) 

Conclusion 
Diagnosis using a DBN at Level B already delivers useful results. However, faults 
inside the DBN model cannot be isolated. Performance and capacity indicators, as 
well as operational state symptoms, are needed to isolate faults effectively. The 
correct and precise isolation of faults therefore requires the use of aggregated systems 
and their subsystems, at the same time as using multiple types of symptoms.  

4.8. Fault analysis, correction and effect on energy usage 

In this section, the evaluation process after fault isolation will be discussed with 
reference to the case study. The primary energy savings after fault correction will also 
be discussed. Unfortunately, it was impossible to carry out interventions, so we can 
only examine the energy savings due to corrections from a theoretical perspective. 
However, we checked manually whether the faults found were indeed errors by 
analyzing the BEMS data, consulting maintenance logs, interviewing the building 
manager and employees of the maintenance company, so that we can say with 
certainty that we have not overlooked any faults. We will discuss the four faults 
isolated by the energy performance diagnosis separately. In the Netherlands, 
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electricity is mainly generated by steam and gas power plants with an overall 
efficiency of 40%. We have taken this value into account when estimating primary 
energy. 
Estimating energy waste and savings as a result of fault corrections is possible simply 
because of the availability of 16-minute data on energy levels in the BEMS.  

4.8.1. Evaluation 

4.8.1.1. Fault Control hw 
As shown in Table 4.2, a symptom was detected for Thw_supply, the hot water supply 
temperature. An excessively low supply temperature could lead to thermal comfort 
complaints among users of the building, but the facility management at THUAS 
received no complaints to this effect. Excessively high supply temperatures were 
supposed to lead to lower energy performance, but again no such indications 
emerged. We nevertheless propose that the set values of the hot water supply 
controller should be checked to avoid user complaints in the future. 

4.8.1.2. Fault Control roof heating 
Calculations showed that part of the heat supplied to the roof was in fact supplied by 
the boiler (62 GJ) instead of the warm well of the ATES system. This was easy to 
correct by adjusting the roof control rules, and this was carried out in 2014 by the 
maintenance company. 

4.8.1.3. Fault Control regeneration 
The data suggests that the ATES system is not thermally balanced. As shown in 
Figure 4.12, the difference between stored cold (Qload=1768 GJ) and heat 
(Qunload=1107 GJ) was 661 GJ in 2013. An additional 661 GJ of heat therefore had 
to be supplied to the warm well (32). This can be achieved in several ways, which 
are explained below. 
1. By means of the heat pump

This is the solution described in the design documentation. The roof would then
serve as a heat source.

2. By supplying less heat to the roof
An analysis of the roof heating revealed that heat was being delivered even when
outdoor temperatures were as high as 8oC, conditions in which there is no risk of
ice. Adapting the outdoor set point and rules could reduce the heat required by
162 GJ.

3. Loading additional heat naturally from the roof
Analysis of the energy data shows that regeneration only took place in July and
August, while the ATES system of the HVAC system was in discharge mode,
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i.e., in cooling mode for the cold-water system A. Furthermore, the flow rates of
the pumps for regeneration purposes were shown to be very low. By extending
the time period and setting the flow rate of the pump to higher speeds, in theory
an additional 885 GJ can be generated.

4.8.1.4. Fault Control ATES 
The cold and warm well temperatures are higher and lower than the designed values. 
However, the lower warm well temperatures in load mode (when heat is delivered by 
the warm well) do not lead to a significant underperformance of the heat pump: the 
outgoing water temperatures of the evaporator show no symptoms and the SCOP and 
the capacity of the heat pump are as expected. In addition, the higher unload cold 
well temperatures have not led to problems in the cold supply. In light of this, a 
correction to the control of the ATES system would not lead to significant energy 
savings. 

4.8.2. Primary energy savings 

Here we will discuss the energy savings after correction in terms of primary energy. 
Figure 4.29 presents the primary energy consumption before and after corrections. 
We have assumed that electricity is generated with a mean SCOP of 0.4, which is 
commonly used in the Netherlands to calculate the primary energy ratio (PER).  
The SCOPs of components are known from design and actual performance. Before 
correction, the actual primary energy consumption of the thermal energy plant 
measured with BMS data from 2013 amounts to 1918 GJ/yr. After the adjustments 
described in Section 4.8.1, we see that the primary energy consumption is 1437 GJ / 
year due to the reduction of energy consumption for the roof and to a large extent for 
the ATES system. Thus, a primary energy saving of 481 GJ/yr (25.1%) is plausible, 
even though the thermal energy plant was assessed beforehand by experts and facility 
managers as performing well. 

Figure 4.29 Primary energy consumption for the emitter systems and the ATES system. 
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4.9. Sensitivity analysis of the assumed probabilities in the fault 
layer 

The prior fault probabilities of components and controls are difficult to estimate due 
to the lack of information about failures. Below, a sensitivity analysis is carried out 
to estimate the importance of accurate prior probabilities. 
Table 4.4 presents the results of this experiment. In the case study, the prior Absent 
probabilities were set to 98% for components and 95% for the control rules. The prior 
fault probabilities for all control nodes vary for the sensitivity analysis.  
The results of 5 faults for the reference probabilities are presented in the highlighted 
column 3 in Table 4.4. The second and fourth columns show the results for the 
posterior probabilities, with the prior fault Absent probabilities of the control systems 
being 90 and 99.9%. The latter is extremely high compared to the component 
probabilities because experience with HVAC maintenance has shown that control 
faults occur more often than component errors. Nevertheless, the 4 control faults are 
still isolated correctly among a wide range of prior probabilities. 

Table 4.4 Influence of prior probabilities on the outcomes of the posterior fault Present 
probabilities 

Given the simplicity and limited scope of our analysis, it is remarkable that in 
our experiments the Bayesian method correctly identifies possible faults even 
when the absolute values of prior and conditional probabilities are unknown. 
However, the sign of the differences (positive or negative) between prior 
probabilities helps in achieving a more accurate diagnosis. In practice, the HVAC 
maintenance technician is very knowledgeable about the frequency of faults 
present and this knowledge should be used by the HVAC engineers in designing 
the DBN. Alternatively, libraries of these values could be set up. 

4.10. Conclusions and recommendations 

In this article, the focus is on the fault diagnosis phase based on the 4S3F 
architecture. In the fault diagnosis phase symptoms identified on the basis of 
balance, EP and OS indicators (e.g., efficiency, performance factors, capacity 
indicators) are fed into a DBN model constructed from the P&ID. This DBN 
model is built from predefined 

Prior Absent probabilities 
Components 98 98 98 
Control rules 90 95 99.9 

Posterior fault Present probabilities 
Control hot water  100 100 100 
Control ATES system 100 100 100 
TSA roof system 0 0 2 
Control regeneration 100 100 100 
Control roof heating 100 100 98 
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DBN models of aggregated systems (generator, hydronic and emitter systems) and 
corresponding subsystems (components and control systems). 

4.10.1. Results from the case study 

The potential of the fault diagnosis method has been demonstrated in the case study 
for a thermal energy plant with an ATES system. A full year was covered to show 
how faults can be isolated automatically. 
Although the 4S3F system normally considers three types of faults, for the sake of 
demonstration only two types of faults were included: component faults caused by 
faulty capacity, efficiency degradation or component failure, and control faults such 
as the incorrectly set point of a controller or the inaccurate control of a process mode. 
For the sake of simplicity, the prior fault Absent probabilities of all components were 
set to 98% and those of all control rules to 95%. In addition, all conditional fault 
Present probabilities were set to 95% when a symptom is present.  
The proposed 4S3F framework was successful in diagnosing faults in a thermal 
energy generation plant. It shows that the results are adequate even when prior and 
conditional probabilities in the DBN nodes are assumed. A sensitivity analysis 
showed that other prior values lead to the same fault diagnosis results. Energy savings 
of up to 25% are possible after fault corrections.  
In addition to the results of the energy performance diagnosis of the HVAC system 
examined, the article proposes a general approach for setting up a library of diagnosis 
models. These models for systems can be applied to other installations.  

4.10.2. Recommendations 

• Although the results are very promising, further research is desirable to extend
the framework, improve its accuracy and make it even easier for practitioners to
use. The diagnosis aspect of the framework should be applied to other systems,
such as air handling systems and heat and cooling facilities in rooms.

• A guideline for the necessary dataset of the BMS needs to be drawn up to
estimate energy amounts to and from systems.

• A generic library of diagnosis models is needed from which DBN models can be
selected in specific cases. For the sake of this paper, we initiated such a generic
library. A relevant research objective would be to detect the strong and weak
relationships between symptom and fault nodes.

• Software is needed to implement the state values of the symptom nodes in the
DBN model, feed in the set probabilities of the nodes, interface with the DBN
model and automate the output of the DBN diagnosis.

• In this case study, GeNie has been used as the DBN software tool. Research is
needed to identify the most suitable software tool, capable of handling the
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libraries of DBN models and redundant symptom information in the right way. 
The software must be able to deal with the adapted probabilities of events based 
on information from data mining and should be suited to implementation in 
BEMS. 

• In this case study, only main heat exchange components (heat pump, boiler, heat
exchangers) were faults. The DBN model can be extended with fault nodes for
all components at Level C (e.g., piping, pumps and valves).

• Further research is needed on implementation in DBN. In this paper, Boolean
events (Present and Absent) were implemented, meaning that the prior and
conditional probabilities give the probability of the event being Present or
Absent. When more events for fault and symptom nodes are introduced, it may
be possible to estimate the kind of fault, for instance in the case of a negative or
positive deviation. It may then also be possible to weigh the degree of the
estimated deviation. This can help influence the correction of faults.

• Lastly, research into ways of automating the evaluation aspect of the diagnosis
should be conducted. The application of energy balance and EP symptoms in the
detection phase ensures the availability of energy levels and performance
indicators, which helps to estimate energy savings by corrections.

In future, research should be carried out to see whether the HVAC can be started up 
automatically by the BMS in a range of modes to speed up the estimation of a fault. 
For instance, the BMS could estimate bias errors in temperature sensors by starting 
the pumps and fans at night or at weekends when no heat or cold is needed. Faulty 
control rules could then also be observed. 
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Appendix 4A. Control systems for roof heating, and cold water, 
hot water, condenser and evaporator supply temperatures 

Control roof heating system 
The roof is heated when outdoor temperatures are low. Pumps in the roof system 
extract heated cold water from the hydronic cold water system G. The control for this 
purpose is presented in Figure 4A.1. 

Figure 4A.1 Control roof heating system 

Control cold water supply temperature (Control cw) 
Figure 4A.2 is a schematic of the control of the cold-water supply temperature of the 
cold-water system G (Control cw). As the schematic shows, the controller of the cold-
water supply activates the ATES systems (pump CP02-01 is turned on and off). The 
set point of the cold-water supply temperature is based on the outdoor temperature. 
This cold-water supply temperature is measured by TT29-02 and is controlled by the 
three-way valve TCV29-01 (depicted in Figure 4.11) in the hydronic system cold 
water G. When the supply temperature is not reached, the heat pump is set to deliver 
additional cooling. 

Figure 4A.2 Control of the supply temperature of the cold-water system 

Control hot water supply temperature (Control hw) 
The hot water supply temperature to system E is measured by sensor TT28_02 and 
controlled by the controller of the outlet condenser temperature at the heat pump. 
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However, when the set point value is not reached, the boiler system is turned on to 
derive the desired set point value. See Figure 4A.3. in which Control hw is shown. 
 
 
 
 
 

 
 

 
Figure 4A.3 Control of the supply temperature of the hot water system 

Control condenser outlet temperature (Control cond) 
The control of the condenser outlet temperature of the heat pump (Control cond) is 
presented in Figure 4A.4. The outlet condenser temperature is measured by TT04_01 
and the heat pump system is controlled using set points and depends on the outdoor 
temperature. 
 

 
 
 
 
 
 

 

Figure 4A.4 Control of the condenser outlet water temperature 

Control evaporator outlet temperature (Control evap) 
The evaporator outlet temperature is controlled by TT04_04 and a controller. See 
Figure 4A.5 in which Control evap is shown. 
 
 
 
 
 
 
 

 
 

Figure 4A.5 Control of the evaporator outlet water temperature 
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Appendix 4B. DBN models with only aggregated systems A to H 
without capacity or OS symptoms  

In this appendix, DBN models are presented at Level B with and without capacity or 
operational state symptoms. Figure 4B.1 presents the DBN model without capacity 
symptoms and Figure 4B.2 without OS symptoms. Figure 4B.3 then shows the DBN 
model without both capacity and OS symptoms. In this model, only performance 
indicators are present. 

Figure 4B.1 DBN model at Level B without capacity symptoms 

Figure 4B.2 DBN model at Level B without Operational State symptoms 
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Figure 4B.3 DBN model at Level B without capacity and Operational State symptoms 
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5. Fault detection and diagnosis for indoor air
quality in DCV systems: Application of 4S3F

method and effects of DBN probabilities. 
This chapter has been published as: 

Arie Taal, Laure Itard, “Fault detection and diagnosis for indoor air quality in DCV 
systems: Application of 4S3F method and effects of DBN probabilities”, Building 
and Environment 174 (2020), 106632  

In this chapter, the 4S3F architecture is conducted on an end-user demand-controlled 
ventilation system in the building of the Hague University of Applied Sciences in 
Delft for indoor air quality purposes. Next to this, a sensitivity analysis of set prior 
and conditional DBN probabilities is conducted. 

5.1. Introduction 

Demand Controlled Ventilation (DCV) is claimed to be an effective method to 
achieve both high indoor air quality (IAQ) and energy savings. It determines the air 
flowrate to rooms according to the actual requirements in air-conditioned zones based 
on CO2 concentration (see e.g., Fisk et al. [1] who presented an overview of DCV 
systems and ASHRAE standard 62.1 2013[2]). Most of the time the air flow rates are 
reduced significantly by DCV compared with conventional ventilation methods. In 
this article we focus on DCV systems controlling CO2 concentration in workspaces. 
The benefits of DCV in comparison with constant air-volume systems are the 
reduction in heating and cooling load of the supply air and the decrease in power 
consumption of air handling unit (AHU) fans. Studies showed up to 40 % energy 
savings for fans. Tukur et al. [3] noted 25 % for an office building, Nielsen et al. [4] 
35 % for family houses and Schibuola et al. [5] 40 % for a library. Zhang et al. [6] 
found energy savings for fans between 12 and 30 % for 15 locations in the United 
States. Thermal energy savings up to 25 % are depicted in [6]. 
Despite these positive results, generally in practice, the expected energy savings are 
not always realized. From a survey by Qin et al. [7] it followed that 20,9 % of the 
considered VAV terminals were ineffective, leading to poor IAQ and energy 
performance (see Lee and Yik [8], Wang [9], Guo et al. [10], who showed energy 
waste up to 30% for air systems, and Yu et al. [11] with energy waste between 25 
and 50%). Many causes were identified in design, realization and operational stages, 
like faulty capacities of components, incorrect control of the DCV system or faulty 
sensors, see for instance Okochi and Yao [12], who stated that VAV systems can still 
be improved because faulty CO2 and occupancy sensors are common due to aging 
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and incorrect sensor placement in rooms. Additionally, needed air ventilation 
capacities may have not been installed because of poor design or implementation. 
Moreover, CO2 is used as proxy for indoor air quality and incorrect control of the 
indoor quality leads to health and comfort problems. Thus, neither energy savings or 
indoor quality are guaranteed.   
Various types of DCV methods are available, such as occupancy presence control, 
relative humidity control and CO2 control, see e.g., [13 and 14] and temperature 
control in VAV systems. CO2-based DCV controlled method is most commonly used 
and we focus on it in this article. 
Although CO2 sensors could be placed in the rooms or in the room return air ducts, 
they are often installed in the main return air duct to limit costs. For instance, Shan 
et al. [9] proposed a multi-zone demand-controlled ventilation strategy using a 
limited number of CO2 sensors in the main return air duct. However, nowadays the 
increased requirements for smart buildings, combined with the decrease of CO2

sensor prices result in buildings being equipped with CO2 and occupancy sensors in 
workspace. In these smart environments, DCV is controlled by both CO2 
concentration and occupancy. Many control strategies are available. Okochi et al. 
[12] presented an overview of controllers for VAV systems. Chenari et al. [14]
presented also an overview of ventilation strategies. Conventional controllers are
encountered (like P, PI PID) and predictive and adaptive controllers.  For instance,
Lu et al. [15] presented a dynamic DCV strategy using CO2 balances equations,
Goyal et al. [16] discussed the control of occupancy-based zone-climate, See also
control strategies by Chao and Hu [17] and Wang [18].
More complex control systems lead to more chance of faults, meaning that the use of
FDD (Fault detection and diagnosis) methods has become inevitable. Correction of
the diagnosed faults will lead to better indoor air quality and lower energy
consumption of fans and heating and cooling coils in the air handling units.
Kim and Katipamula [19] have recently presented an overview of FDD methods for
HVAC systems including VAV systems. See for instance [7, 20 and 21] for VAV
terminal units, Schein et al. [22] presented a method called VPACC (VAV box
performance assessment control charts). FDD for the whole VAV systems is also
available, see e.g., [23]. Most of the methods for VAV systems are based on expert
rules [24] and can be combined with an approach with control charts using e.g.,
cumulative sum [24] and exponential weighted moving averages (EWMAs) [22] to
eliminate transient influences and incidental outliers by measurements. In [7, 22 and
24] lists of faults and symptoms in VAV end-terminal systems are presented.
Unfortunately, they are specific to the kind of considered system and generic FDD
methods are still missing.
In the last decade data-driven methods were popular. Du and Jin [25] applied a
principal component analysis (PCA) method to determine sensor faults and to correct
them.  Qi and Dong [26] proposed an FDD model for VAV systems based on neural
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networks. An issue here is that data driven FDD methods use energy data based on 
sensors that may be faulty, and on heating, ventilation, air conditioning (HVAC) 
operation mode which is not always known. A novel approach is the use of Bayesian 
statistics. Xiao et al. [27] presented a diagnostic Bayesian network (DBN) for FDD 
of VAV terminals. Regnier et al. [28] proposes to apply it on AHU and VAV while 
Zhao et al. [29 to 31] applied DBN on AHU and chiller faults. Verbert et al. [32] also 
applied DBN on HVAC systems and Chen et al. [33] on whole building. 
However, in all these FDD approaches the implementation does not occur 
simultaneously with the design of the HVAC system and its control. In [34], it was 
shown that the fact that FDD design does not take place concurrently with the design 
of HVAC and its control system, is a reason for the lack of use of FDD. The 
implementation of available FDD methods is complicated because it is time-
consuming, and their structures deviate from HVAC design or control engineer 
practice. 
In this article we apply the 4S3F framework which integrates these methods into an 
FDD architecture that can be set up by HVAC and control engineers during the design 
process and is based on Piping & Instrumentation Diagrams (P&IDs).  
In [34] we have proposed a generic architecture for Energy Performance (EP) FDD, 
the so-called 4S3F method based on DBNs which can be setup simultaneously with 
HVAC design and implementation. This approach is based on HVAC P&IDs.   
The advantages of the DBN approach as stated in [34] are: 

- It is congruent to HVAC design and implementation practices.
- Fault identification takes place simultaneously at different system levels

which prevent a complex top down or bottom up FDD approach.
- Outcomes are probabilities as an HVAC expert diagnoses.
- It delivers results even when information is missing or contradictory.
- It allows the application of all kinds of FDD methods to estimate or exclude

symptoms and faults.

The examples in [34] are based on thermal energy plants in buildings. Here, we 
propose to apply it to DCV systems.  

Section 5.2 introduces the 4S3F method and in section 5.3 the DCV system is 
explained. In sections 5.4 to 5.8 the DCV 4S3F method is applied in a case study for 
a lecturer room of a school building. Section 5.4 describes the 4S3F model in the case 
study. Then the results of the IAQ diagnosis are discussed. First, in section 5.5 basis 
analysis with the help of performance graphs is addressed from hourly available 
building management system (BMS) data. Then, in section 5.6 symptom results are 
shown from automated detection and finally the estimated faults are derived by 
applying diagnosis by a DBN model based on the 4S3F architecture in section 5.7. In 
section 5.8, the results are evaluated and in section 5.9 sensitivity of prior and 
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conditional probabilities regarding diagnosis results are discussed. Finally, 
conclusions are drawn from the case study and recommendations for further research 
are proposed in section 5.10.  

5.2. The 4S3F FDD method for indoor air quality. 

The reference EP FDD architecture described in [34] consists of four generic types 
of symptoms (4S): balance, energy performance (EP), operational state (OS) and 
additional symptoms. A balance symptom is present when a deviation in an energy, 
mass or pressure balance for a system is detected. When an energy performance 
metric, like a performance factor (e.g., coefficient of performance COP) or energy 
use shows a too low value an EP symptom is found while when a state value (e.g., 
temperature, flow rate, pressure, on-off state of a component) deviates unexpectedly 
in time, an OS (Operational State) symptom is detected. These state values could be 
measured by the BMS and are mostly depicted in an HVAC P&ID. Additional 
symptom based on for instance inspection or maintenance information, or from 
specific FDD methods of HVAC components can be added if needed. We recall that 
a symptom must be observable (is therefore the result of measurements) and 
symptoms can be identified by listing all measurement points (sensors) in the P&ID 
while a fault is the system ‘disease’ that leads to symptoms. Possible faults can be 
listed on the same way by observing the P&ID. 

Three generic types of faults (3F), model, component and control faults, are present. 
The first ones are faults in assumptions in the models to estimate values for missing 
data. The second relates to HVAC components and systems which do not function 
properly. For instance, too low installed capacity, or too low efficiency by aging, or 
because it is defect. The last type concerns faults in the control of the HVAC 
components and system, for instance control of supply temperatures and on-off 
strategy of components like the control of the sequence of energy generators. Figure 
5.1 shows relations between fault and symptom types in these 4 symptoms and 3 
faults (4S3F) method.  

Figure 5.1. The 4S3F model: Relations between fault and symptom types. 
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For instance, a component fault could lead to balance, EP, OS and additional 
symptoms. In contrary, an EP symptom could be caused by a model, component or 
control fault. As can be seen there is no univocal relationship between faults and 
symptoms because more faults can lead to a same symptom. See [34] where this is 
explained in more detail. 

With the help of a diagnostic Bayesian network (DBN) model, diagnosis takes place 
simultaneously in all components and systems. The DBN model of the 4S3F consists 
of the fault nodes which are linked to the symptoms nodes as shown in Figure 5.2. 
The fault nodes are so-called parent nodes with prior probabilities for their states and 
the symptom nodes are so-called child nodes with conditional probabilities for their 
states depending on the state of the fault nodes. The probabilities of the fault states, 
a value between 0 and 1, are calculated by the DBN when the states of the symptoms 
are known. 

In this paper the 4S3F model developed for energy performance diagnosis is extended 
to DCV. This reference architecture supports all kind of DCV systems controlling 
CO2 concentration at room level and is demonstrated on a quite common DCV 
system, see Figure 5.2.  

5.3. Faults and symptoms of demand-controlled air ventilation 
systems 

In this section generic faults and symptoms for DCV systems are identified and 
analysed. Figure 5.2 shows a P&ID, as used during design, of a frequently applied 
DCV system in which the supplied air flow rate is controlled by room dampers placed 
in end-terminals. The damper position depends on the presence of people and CO2 
concentration in the room. The air flow to the room is controlled by the CO2 controller 
(CC) and the CO2 concentration measured by the concentration transmitter (CT).

The fresh air to the rooms is supplied by the supply fan which is located in the Air 
Handling Unit. When room dampers are closed or partly opened, the supply and 
return fans in the AHU have to deliver less air flow. Usually, this can be controlled 
by a pressure controller (PC) which regulates the rotation speed of the fans. In the 
supply duct after the AHU the controlled supply pressure is measured by a pressure 
transmitter (PT).  Controller VC opens and closes the inlet, recirculation and outlet 
dampers of the AHU and set the supply and return fans on and off by timers and 
ventilation demand. 

There are also adapted versions of these control strategy (like Figure 5.2), at room 
level where also the presence of people (measured by a sensor indicated as PRT) and 
opened windows (measured by WT) are taken into account, as well as system level 
where the needed supply air flows are calculated by occupancy and CO2 levels in the 
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rooms. In the specific case study (see section 5.4), the mechanical ventilation is 
shut down to avoid energy losses when the windows are open. It is very easy, 
using the P&ID in Figure 5.2, to list all possible symptoms and faults. This is done 
in Appendix A and forms the basis for the 4S3F architecture.   

Figure 5.2. P&ID of a VAV system 

G=CO2 production in the room [kg/s]. 
C=CO2 concentration in the room [ppm]. 
Csp=setpoint of the maximum CO2 concentration in the room [ppm]. 
psp=setpoint of static pressure of the supply air [Pa]. 
psupply= Static pressure of the supply air [Pa]. 
Cv=CO2 concentration of the supply air [ppm]. 
Cambient=CO2 concentration of ambient air [ppm]. 
Qv,ambient=ambient air rate flow [m3/s]. 
Qv=supply air rate flow to the room [m3/s]. 
Qv,rec=recirculated air flow rate [m3/s]. 
udamper= damper position [0..100 %]. 
V=room air volume [m3]. 

5.4. 4S3F model for DCV systems in a case study 

In this section the application of the 4S3F model to a real DCV system is shown. 
In the school building of The Hague University of Applied Science (THUAS) in 
the Netherlands a demand driven air ventilation system is present in which the air 
flow to the rooms is controlled by CO2 concentration and occupancy.  

The case study has been conducted on historical data of a room of the 
THUAS building. Hourly BMS data is available for the year 2015 and we 
will conduct 
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diagnosis on hourly basis which can also be done on actual BMS data. The location 
of this room 1.067, a lecturer room, is shown in Figure 5.3. In an occupied room, the 
air flow rate is increased when the CO2 concentration exceeds 800 ppm and is 
decreased when it is below 600 ppm and the room is unoccupied. The designed 
supply air flow rate is 200 m3/h based on presence of 4 persons.  

Most rooms of THUAS are located to an outer wall and contain windows. In each 
room of the building under consideration the CO2 concentration is controlled by a 
damper which is present in the supply air duct to the room.  A very specific control 
feature is that when one of the windows in the room is opened the mechanical air 
supply is stopped. This is to avoid energy losses. The presence is measured by a 
(passive infrared) PIR sensor and at the windows magnetic contacts are present which 
indicate an opened window. The supply air rate to a room is restricted by design and 
implementation of specific dampers with fixed maximum air flow rate setting. The 
air leaves the rooms by overflow to the corridors where return vents are present. 

Figure 5.3. Considered building section 

Too high measured CO2 concentration in a room, one of the OS symptoms, could 
have, if present, many causes: by a faulty CO2 sensor (e.g., broken), a faulty CO2 
measurement (e.g., biased value), missing connection to the BMS, a supply fan of the 
AHU which is not running, an occupancy sensor which is stuck, an occupancy 
measurement value is frozen, the damper of the VAV system which is broken or the 
control of it which is frozen. See Table 5.1. But also, by occupancy behaviour:  the 
room occupancy can be higher than intended and in case of THUAS, one or more 
windows can be opened which leads to close the damper in order to save energy.  
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5.4.1. Considered faults in the case study 

The faults in this case study are based on the generic faults presented in Appendix 5A 
in which faults are coded from F1 to F19. As simplification we do not look at the 
cause inside a component and cluster all faults concerning one component for the 
sake of demonstration. So, a broken or biased CO2 sensor are clustered to one fault 
for the component CO2 sensor, namely a faulty CO2 sensor (F8). In addition, faults 
due to the AHU like damper (F4), filter (F5) and fan (F3) faults, and faults to control 
the AHU (F14, F15 and F17) are clustered to one component fault for the AHU 
because with the available BMS data in the case study it is not possible to distinguish 
the faults inside the AHU. However, when control values of the fan and dampers are 
present in the BMS, they could be separated. We have also clustered faults 
concerning the room damper (F7). A correct measured mechanical flow is important 
to detect symptoms. That is why we also take into account the air flow sensor qV as 
a fault (F11). 

Table 5.1 presents the 9 faults which are considered in the case study.  As can be seen 
6 components and 3 control faults (CO2, window and occupancy control) are 
distinguished. Three components are sensors: CO2, PIR and qV sensors. Except fault 
F19, window control, which is specific for the THUAS building, all faults are generic 
for DCV systems with room control.  

As can be seen model faults F1 to F2 are not taken into account in the case study 
because soft sensors were not applied. Furthermore, air leakage of ducts (F6) is 
ignored. 

5.4.2. Considered symptoms in the case study 

Table 5.1 also presents the 13 symptoms (depicted as a to m and based on the 
symptoms S1 to S13 presented in Appendix 5A,) that would be the observable result 
of the 9 faults identified in Section 5.4.1. Except for the balance symptoms, all 
symptoms are OS symptoms, meaning that the operational performance is compared 
to pre-set values. These pre-set values can be control setpoints and also expert rules. 
This approach is generic, but evidently, the setpoint values are DCV system specific. 

Symptom CO2 unrealistic (type S8 in Table A.1, type a in Table 5.1) is present when 
the measured CO2 value is lower than the outdoor value or higher than an extreme 
value which indicates a non-realistic CO2 measurement. When the BMS has not 
stored a CO2 or a qV measurement, the value is not-a-number (NaN) which leads to 
symptom CO2 missing or qV missing (both type S7, b and f).  Symptom qV unrealistic 
indicates a negative value or a much higher value than should be possible on the basis 
of the design specifications (type S8, e).  High CO2 and high qV (type S4, h) 
represents that CO2 is higher than the desired value with maximum air rate flow at  
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Table 5.1 Overview of faults and corresponding symptoms in the case study  
(we have renumbered the faults and symptoms in Table 5A.1) 

FAULTS SYMPTOMS 
Nr Description Type Explanation Nr Description Type Rules and thresholds 
1 Occupancy Control The occupancy in the room is higher than 

according to the requirements. 
h High CO2 and high qV OS CO2>840 ppm and qV>200 m3/h    PIR=1 

2 CO2 sensor  Component It can be broken or biased, or a cable is not 
connected or broken. 

a 
b 
j 

CO2 unrealistic 
CO2 missing 
ΔCO2 neighbours 

OS 
OS 
Balance 

CO2<360 or CO2>3000 ppm 
CO2=NaN 
|ΔCO2 other rooms|/CO2 on Saturdays from 0:00 to 6:00 am. 

3 AHU  Component  It can be broken or the control of it is not 
right. 

g 
m 
i 

qV_AHU=0 
qV=0 
High CO2 and qV=0 

OS 
OS 
OS 

qV_fan=0 and PIR=1 
qV=0, PIR=1and ∆t=6 hrs. 
CO2>840 ppm, qV=0 m3/h and PIR=0 

4 PIR sensor  Component It can be broken or biased, or a cable is not 
connected or broken. 

c 
d 

ΔCO2 and PIR=0 
Presence outside working 
hours 

Balance 
OS 

ΔCO2>40 ppm. PIR=0 and ∆t=1 hr. 
PIR=1 and 0:00<t<6:00 am 

5 Damper  Component  The mechanical part of the damper or the 
electrical motor is stuck. 

i 
k 

l 
m 

High CO2 and qV=0 
High CO2 and low qV 

Low CO2 and qV>0 
qV=0 

OS 
OS 

OS 
OS 

CO2>840 ppm, qV=0 m3/h and PIR=0 
CO2>840 ppm, 0<qV<100 m3/h and PIR=0 

CO2<500 ppm, qV>0 m3/h and ∆t=5 hrs. 
qV=0, PIR=1and ∆t=6 hrs. 

6 qV sensor  Component It can be broken, or a cable is not connected 
or broken. 

e 
f 

qV unrealistic 
qV missing 

OS qV>400 m3/h or qV<0 m3/h. 
qV=NaN 

7 BMS  Component  A broken data-connection or software 
failure in the data logging leads to missing 
data. 

f 
b 

qV missing 
CO2 missing 

OS qV=NaN 

8 Window control Control The air supply to the room is stopped when 
a window is opened. 

i High CO2 and qV=0 OS CO2>840 ppm, qV=0 m3/h and PIR=0 

9 CO2 control  Control The CO2 setpoints are not correct: too high 
at occupancy or too high at un-occupancy. 
Or delay times are too long. 

k High CO2 and low qV OS CO2>840 ppm, 0<qV<100 m3/h and PIR=0 
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room occupancy. In the same way High CO2 and qV=0 and High CO2 and low qV (also both 
type S4, i and k) indicates too high CO2 at absence or low value of the air flow rate to the 
room. During the weekends, when the building is unoccupied, the CO2 values in rooms 
located close to each other should decrease to the same level. Symptom ∆CO2 neighbours 
(type S1, j) is present when the CO2 concentration in the room deviates 10 % from the mean 
value of the adjacent rooms at the end of Sunday night. When the CO2 level is acceptable 
while an air flow rate is present, the symptom Low CO2 and qV>0 (type S5, l) is present 
because ventilation should not be needed. Symptom qV_AHU=0 (type S6, g) is observable 
when the air handling unit does not supply air while the room is occupied. A room occupancy 
measured during night or weekend time also indicates the symptom Presence outside 
working hours (type S9, d). It could not be possible that the CO2 concentration increases in 
the room while the PIR sensor indicates unoccupancy. Then symptom ∆CO2 and PIR=0 (type 
S1, c) is present.  At last, when symptom qV=0 (type S6, m) is observable when the room is 
occupied while ventilation is not present. 
Notice that symptoms c, h, i, k and m are formed from combinations of measurements. To 
eliminate transient influences sufficient time periods should be taken into account.  

As depicted in Table 5.1, some symptoms are only detected when they are present during 
more than one hour to avoid faulty detection by transient behaviour and incidental 
measurement outliers.  
The chosen values in the rules are building specific and depend on the outdoor condition, the 
designed HVAC system and the HVAC control set points. The purpose of this article is not 
to optimize them, we have chosen values which obviously could be different in other systems. 
They are presented in the last column.  

5.4.3. DBN model in the case study 

In the 4S3F DBN method Bayesian statistics is applied which is based on relations between 
state probabilities of events. When the probability that event B is true (P(B)=1), the 
conditional probability P(A|B) that event A occurs while B is true, can be estimated using 
the DBN model. See Appendix 5B in which this is explained. In the DCV DBN events are 
faults which are linked to events for symptoms by arcs. When the true and false states of the 
symptoms are known, the posterior state (true or false) probabilities can be estimated.  

Table 5.1 shows the links between the faults and symptoms in the DCV DBN model. This 
table is implemented straight forward in a DBN model. See Figure 5.4. 

Set probabilities in the DCV DBN model 
The values of the prior and conditional probabilities in the DCV DBN are based on 
assumptions. In the DCV DBN mode, the fault nodes (purple color) are parent nodes having 
prior probabilities which are set between 90 and 99 % true value. Thus, it is taken into account 
that some faults happen more often than others. For instance, a damper (1 % probability it is 
defect, see Appendix 5B) is seldom stuck while an opened window (5 % probability, see 
Appendix 5B) is more common. The symptom nodes (yellow color) have conditional 
probabilities which values indicates the probabilities that the symptom is present or absent 
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Figure 5.4. DBN model of DCV system in the case study (faults in purple, symptoms in yellow). 

depending on the state of the parent nodes. As example we take symptom high CO2 and no 
qV which can be caused by a disabled supply fan (AHU fault), by a frozen closed damper 
(Damper fault) or by opened windows (wrong Window control).  The disabled supply fan 
leads with high probability (70 %, see Appendix 5B) to this symptom. This value is lower 
than 100 % because an opened window could deliver enough ventilation which does not lead 
to detection of the considered symptom. Another example is that an incorrect damper can be 
closed or opened. Only a frozen closed damper does not lead to mechanical ventilation. We 
assume that the probability of a frozen closed damper is as large as a frozen opened damper 
which lead to a conditional symptom probability of 50 % (see Appendix 5B) when the 
damper is faulty.   
And at last, the example that windows are opened, thus mechanical ventilation is stopped. 
However, this will not always lead to high CO2 concentration because the natural ventilation 
can be sufficient. So, we have assumed a conditional probability of 40 % that a opened 
window leads to too high CO2 concentration. 

Diagnosis can present fault probabilities in percentages. The absolute value is less important 
than the relative value. For instance, a diagnosed fault probability between 30 and 100 % 
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should lead to analyse the fault. We propose to look at the highest fault probabilities, e.g., 
higher than 30 % and start with the highest one for analysis purposes as an expert would do. 

5.5.   Monitoring results and descriptive analysis of BMS data 

As background information, we address in this section first the measurements as energy 
signatures without using our 4S3F method for year 2015. Figure 5.5 shows the measured CO2 
concentration in the rooms 1.067, 1.069, 1.071 and 1.075 (the location was shown in Figure 
5.3) during the year. Notice that weeks and days can be distinguished by peaks and valleys 
of the CO2 levels and that they are low during end July and begin August (around 400 ppm) 
corresponding to an empty building during summertime. Furthermore, at the begin of the 
year the CO2 concentration is higher, more than 2000 ppm!) than in the rest of the year. In 
most cases the CO2 concentration stays below 1500 pp. 
We see that the maximum air flow rate stays under 250 m3/h most of the time, which is higher 
than the designed value of 200 m3/h. Next, we see that during summer ventilation was off. 
Furthermore, we see a week pattern. Figure 5.7 depicts the CO2 concentration of room 1067. 
The CO2 concentration is around 800 ppm during room occupancy which is the set point 
value. Outliers are detected at the begin of the year and at the end of the autumn. The ambient 
concentration (400 ppm) is an assumption based on outdoor values in the Netherlands. 

 

 

 

 

 

 

 

 
 

Figure 5.5. CO2 concentrations in room 1.067, 1.069, 1.071 and 1.075. 
 

Figure 5.6 shows the time series plot for the mechanical air flow rate to room 1.067. Figure 
5.8 depicts that the room is nearly unoccupied during summertime and at Christmas time. In 
Figure 5.9 we see that the building is occupied from Monday to Friday (weekdays 2 to 6). 
Figure 5.10 shows that no air and a little bit of air was supplied on Sundays and Saturdays. 
The mean presence values are calculated by counting the hours that the room was occupied 

31 December 1 January 
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during a day. The daily mean air flow rates were calculated by summarize the measured air 
flow rate for all days and divide it by the daily period of 24 hour. 

Figure 5.8. Occupancy of room 1.067 

Figure 5.6. Air flow rate to room 1.067        Figure 5.7. CO2 concentration in room 1.067 

 Figure 5.9. Presence during weekdays           Figure 5.10. Mean air flow rate during weekdays              
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From these signatures, the presence of symptoms, e.g., the high CO2 values at the begin the 
year, is observed but does not lead to fault identification. It is almost impossible, also for 
the HVAC expert, to diagnose faults with these energy signatures or to optimize the system. 
Furthermore, symptoms can only be detected by outliers for which many (normal) data is 
needed, and automation is not possible. 

5.6.  Application of the 4S3F method: Detected symptoms 

In this paper, we used historical BMS data on the year 2015. They were uploaded in Matlab, 
in which the rules and setpoints of Table 5.1 were used to detect symptoms.  In an automated 
building energy management, they would be directly programmed into the BMS or could be 
an extension of the BMS. Figures 5.11 (a) to (m) present the detection results for the 13 
distinguished symptoms. In these figures the value 0 indicates that the symptom is present 
and a value 1 it is not.  

Figures 5.11 (a), 5.11 (b), 5.11 (e) and 5.11 (f) depict the detection results of symptoms a, b, 
e and f concerning the CO2 and qV measurements. We see from these figures that the qV 
values and the CO2 values are missing in some periods and that unrealistic values for these 
sensors are not present. 
Figures. 5.11 (c) and 5.11 (d) are about the occupancy sensor. These figures show that these 
symptoms for the PIR sensor are missing.   
Figures 5.11 (h), 5.11 (i), 5.11 (k) and 5.11 (l) depict symptoms about CO2 concentration and 
air ventilation flow. Figure 5.11 (h) shows that ‘high CO2 with high qV’ is present. Notice 
that this symptom is often present during June and September.  
Symptoms i, k and l are shown in Figures 5.11(i), 5.11(k) and 5.11(l). Symptom l is not 
present (ventilation while the CO2 concentration is low) while the presence of symptoms i 
and k (thus high CO2 while the ventilation is not present or low at occupancy) can be seen. 
Figure 5.11(j) depicts that symptom j (∆CO2 neighbours) happened once. In Figure 5.11(g) 
we see that the supply fan is sometimes off while the room is occupied. Figure 5.11(m) shows 
that symptom m (qV=0) is present only once. 

This automated symptom detection is an improvement compared to the application of energy 
signatures as mentioned in section 5.5 in the sense that detection is automated and that a clear 
list of symptoms is generated. However, it is still complicated to find out the faults leading 
to symptoms. For example, one might estimate that sensor errors are absent from symptoms 
a to f, but it is more difficult to interpret symptoms g to i and k. 

5.7. Application of the 4S3F method: Diagnosis results 

In this section faults are isolated automatically from detected symptoms. The scheme 
depicted in Figure 5.4 is built in Genie. Then the absent and present symptoms detected in 
Figure 5.11 are fed to the DBN. Diagnosis has taken place for each hour in 2015. The 
diagnosis results are presented in Figure 5.12.  The value 0 indicates that the fault is present 
and the value 1 it is absent.  
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(y-axis: 0=present, 1 = absent; hour 1=1 January, hour 8760=31 December) 

Figure 5.11. Detected symptoms a to m 

First, we address sensor faults. Figure 5.12(4) shows that the PIR sensor is always correct. 
Figures 5.12(2) and (7) show that the CO2 and air flow sensor seems to be correct. As well 
CO2 and air flow sensor faults are present once or twice. We ignore these outliers.  The 
damper is diagnosed true because only one outlier was present, see Figure 5.12(5).  
The diagnosis results for the other faults shown in Figures 5.12(1), (3), (6), (8) and (9) 
indicate that in 2015 the next faults were present: 

• Occupancy
• AHU
• Window control
• BMS
• CO2 control
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Figure 5.12. Faults 1 to 9  
(0=present, hour 1=1 January, hour 8760=31 December) 

 

In Figure 5.12(1) we see that the occupancy of the room is too high. Figure 5.12(3) shows 
AHU faults and in Figure 5.12(6) depicts that one or more of the windows are opened in 
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some periods. Sometimes the data connection to the BMS is missing (see Figure 5.12(8)). 
From Figure 5.12(9) we see that the CO2 control is not working correctly sometimes.  
In the next section the diagnosis results are discussed and validated with measured data and 
from facility manager information. 

5.8. Evaluation of the diagnosis results 

5.8.1. Findings from users and facility management 

Occupancy information and information from the technical facility manager are used to 
analyze the diagnosis results. Below the findings are presented. 

Fault 1: Occupancy 
Room 1.067 is an office room for lecturers which was designed for an occupancy of 4 persons 
(800 ppm at a fresh air ventilation rate of 200 m3/h with an outdoor CO2 concentration of 
400 ppm). However, 6 workplaces are present in room 1.067 which, according to lecturers, 
are regularly fully occupied sometimes, so the room can be fully occupied especially in the 
busy education periods of June and September leading to higher occupancy than by design 
rules. Thus, signalized occupancy faults seem to be reasonably reliable. 

Fault 3: AHU 
AHU faults were estimated by diagnosis at the begin of January. It was known from the 
facility manager of THUAS that the supply fan in the AHU was off by malfunction of the 
AHU control from 6th to 12th January 2015 because this fan was set off automatically by a 
control rule to protect freezing of the AHU heater. However, it was not reset just in time but 
a few days later. Additionally, for some reasons, probably wrong signal connection with the 
BMS, the fan stayed off while ventilation was needed during 49 hours in year 2015. But we 
saw that after some hours the fan was set on and the fault was, probably automatically, 
restored. Thus, this fault was right diagnosed all the time. 

Fault 6: Window control 
The registered time that windows are opened, and the CO2 concentration is higher than 800 
ppm, is 58 hours. The BMS data contains also changes of the values of the contacts which 
registries opened windows. We have ignored consciously this data for diagnosis purposes 
which makes it possible to validate diagnosis outcomes concerning window control. Looking 
at this original BMS data, showed that one or both windows were opened during those hours. 
Thus, the diagnosis delivered correct results. 

Faults 8:  BMS 
From the logbook at the facility manager, it was known that sometimes the data connection 
between the BMS and the data storage was broken. 

Faults 9: CO2 control 
There were complaints, but nothing was done about it, because facility management thought 
it would come from the windows. 
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5.8.2. Conclusions from the case study 

The case study shows the usefulness of the proposed 4S3F method for a DCV system.  In 
almost all cases the diagnosis is correct. Only 4 outliers, one for the CO2 sensor, one for the 
room damper and two for the qV sensor were present. However, most of these false diagnoses 
can be prevented by using actual BMS data instead of hourly data based on a snapshot during 
an hour. Also, corresponding rules can be adapted. For instance, by taken into account the 
diagnosis results of the hours before or after the hour that the diagnosis takes place, or by 
changing the thresholds values in the rules. The faulty diagnosis could be corrected when 
another rule is introduced to estimate symptom k, for instance considering a whole day.   

We have not adapted rules and thresholds in the case study because it was not our intention 
to optimize rules and thresholds in this article.  

5.9. Sensitivity analysis of the set probabilities  

Reference [34] states that the absolute values for as the prior and the conditional probabilities 
are not important but their relative values. A sensitivity analysis has been conducted on the 
DBN model presented in Figure 5.4 to investigate this statement. 

5.9.1. Change of set probabilities of faults at an isolated symptom 

First, we consider the effect of variable set probabilities when a symptom and its linked faults 
are isolated from the other DBN nodes. As example we have analysed symptom High CO2 
and low qV which DBN model is presented in Figure 5B.1. In the case study the prior Absent 
probabilities of Damper and CO2 control are set to 99 and 95 %. In addition, the conditional 
Present probabilities in the symptom node are set to 34 % and 90 % for a Present damper and 
Present CO2 control. When the symptom High CO2 and low qV is set to be Present, The DBN 
calculated that the posterior Present probabilities of Damper and CO2 control are 8 and 93%. 
Figures 5.13 to 5.16 present the results of a sensitivity analysis on prior and conditional 
probabilities. In Figure 5.13 the diagnosed posterior Present probabilities of the faults are 
presented as function from the prior Present probability of Damper. As can be seen, the 
posterior Present P(Damper) is still higher than those of Window control when its prior 
Present value is changed from the assumed 1 % in Table 5B.2 to 10 %.  

  Figure 5.13. Effects prior probability Damper Figure 5.14. Effects prior probability CO2 control 
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In the same way, we see that adapting of the prior Present probability of the CO2 control from 
0.5 to 5 % does not lead to other trends in fault identification. Figures 5.15 and 5.16 show 
the effects of changes of conditional Present probabilities. In a wide range of conditional 
Present probabilities, the outcome trends are the same.  

5.9.2. Change of set probabilities of faults on the diagnosis results 

Here, we present the diagnosis results of the case study when some of the set probabilities 
concerning symptom high CO2 and no qV, see the isolated DBN model in Figure 5.17, are 
changed arbitrary in such way that the differences with the probabilities of other nodes 
decrease. 

Figure 5.17. DBN model for symptom high CO2 and no qV. 

The next changes are made: 

- Prior Present probability of AHU is set to 2 instead of 1 %.
- Prior Present probability of Window control is set to 2 instead of 5 %.
- Conditional Absent probability of AHU in High CO2 and qV=0 is set to 90 instead

of 70 %.
- Conditional Absent probability of Window control in High CO2 and qV=0 is set to

20 instead of 40 %.

Figure 5.15. Effects conditional probability 
Damper 

 Figure 5.16. Effects conditional probability  
CO2 control 
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. 

Figure 5.18. Diagnosis deviation by different set prior and conditional probabilities related to symptom 
High CO2 and qV=0. 
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Figure 5.18 shows the differences between the estimated posterior fault probabilities and the 
results shown in Figure 5.12.  
As can be seen, one outlier is present for AHU. Furthermore, Damper and Window control 
show deviations. However, even when the posterior fault probabilities presented in section 
5.8 are corrected for these deviations, they stay higher than 30 % to take action for correction 
as noted in section 5.4. This can be seen from Figure 5.19 in which for faults 3, 4 and 6 the 
posterior fault probabilities are shown in blue and the deviations in red. 

The sensitivity analyses show that variation in set prior and conditional probabilities did not 
lead to other diagnosis outcomes which confirms our statement that absolute values are of 
secondary importance. Detailed historical data on probabilities of the states is therefore not 
necessary, thus no detailed training data, but expertise about the relative frequency of errors 
occurring which is known by design and maintenance HVAC engineers. Also, component 
knowledge can be taken into account.  

(red: deviation after changed set, blue: diagnosis results) 
Figure 5.19. Effects on posterior probabilities at changed set probabilities to  

symptom High CO2 and qV=0  

5.10. Conclusions and recommendations 

Conclusions 

In this article the 4S3F FDD method for Energy Performance diagnosis has been applied on 
a DCV system. A generic set of symptoms and faults has been proposed and a case study has 
been conducted on the DCV system in a school building for the year 2015. This case study 
shows the usefulness of the proposed FDD method.  In most cases the diagnosis seems correct 
despite arbitrary assumptions in symptom rules and for the probability values in de DBN 
model. Only 4 faulty diagnosis outliers were noted.  
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The DCV 4S3F method can be implemented simultaneously with the BMS system which are 
both based on HVAC P&IDs, like showed in Figure 5,2, as applied at HVAC design. 
Symptom rules and their thresholds depend on the specific DCV system. However, they can 
be estimated by the HVAC designer. Detection and diagnosis models could be obtained from 
libraries because of the generic approach in the 4S3F method. In addition, DCV faults are 
generic because of the generic character of the components and controls.  

The sensitivity analyses in section 5.9 show that even when the set prior and conditional 
probabilities are varied in a wide range, this do not lead to other diagnosis outcomes as long 
as their relative values show the same trends as in reality. 

Recommendations 

Below recommendations are presented for improvement of the DCV FDD method. 

Actual BMS data 
In the case study hourly historical BMS data is used. The diagnosis can be proved applying 
real time actual BMS data. There is no limitation in the 4S3F method to use shorter periods. 
However, some rules have to be adapted to transient behaviour of the HVAC system and 
measurements outliers.  

Extension with control signals from controllers 
In practice, more actual BMS data is available like state and control values of actuators and 
controllers. The presented end-terminal system can be extended by these parameters to 
distinguish control and component faults of the damper and the supply fan. 

Extension with AHU components 
In the case study all faults in AHU are combined to one fault. One could distinguish damper, 
filter, fan and control faults to isolate the fault more precisely. 

Recommendation to estimate and correct biased CO2 sensors 
Biased CO2 sensors can be estimated faster and more accurately by implementing additional 
fully mechanical ventilation of each room during night-time. In this way a deviation in the 
CO2 measurement can be estimated with the help of a mass balance symptom.   

Counting persons 
A simple method to count or calculate the number of persons in a room is helpful to estimate 
too high occupancy. This virtual sensor can be based on the increase of the CO2 concentration 
and the supplied air flow. See e.g., Timilehin et al. [35] who presented an occupancy 
measurement survey. 

Extension with specific FDD methods for components 
As stated for the EP FDD, the FDD method for DCV systems can be extended with existing 
and new FDD methods for components as additional symptoms. 
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Extending the DCV FDD to VAV FDD 
The proposed DCV FDD can be extended to VAV FDD by taking into account heat 
exchangers in the end terminals and thermal comfort control. In this way, thermal comfort 
indicators like air and wall temperatures and humidity can be integrated. 

Optimizing the symptom rules 
In the case study values in symptom rules are set up arbitrary and further studies are needed 
to determine optimal setpoints. 

Setup of model libraries 
We propose to set up model libraries for standard components and symptom rules. 
Symptom rules with default thresholds. 
DBN models including default prior and conditional probabilities for the fault and symptom 
nodes. 

Automation of prior and conditional probabilities 
As noted during the sensitivity analyses, the absolute values of the set probabilities are not 
very sensitive for the diagnosis results, but the relative values are. We propose to do research 
for automation of the set probabilities based on ranking of probabilities by HVAC expertise 
or by applying machine learning. 

Integrating the DCV FDD with energy performance (EP) FDD 
Misfunction of DCV systems leads to poor indoor climate but also to energy waste. Coupling 
the 4S3F method for energy performance diagnosis and Energy and the DCV 4S3F method 
gives the possibility for redundancy and therefore more accurate energy performance 
diagnosis. 

Appendix 5A. Symptoms and faults of a DCV system 

A symptom is an entity that can be observed directly and automatically from the sensors 
installed in the system. Finding all possible symptoms is just a matter of looking at all 
measurement points and analyzing what can be known from them. On the contrary, faults are 
anything that can go wrong. Symptoms and faults are derived from the observation of the 
P&ID in Figure 5.2 and summarized in Table 5A.1.  

Faults F18 by over occupancy and F19 by window control are noted as control faults because 
people are not using the room or controlling the system as it was intended. In the first case, 
may be facility management allowed more persons in the room than allowed by design. The 
second because the occupants in the room let the windows too long opened which results in 
missing mechanical ventilation. A BMS fault could be a broken wiring or a software fault by 
failure of the communication application which lead to missing data. So, it is categorized as 
a component fault. 
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Table 5A.1 Faults and symptoms related to the DCV system of Figure 5.3. 

SYMPTOMS 
Code Balance symptoms 
S1 
 
S2 
S3 

- Deviations in CO2 mass balances (e.g., the supplied CO2 mass must be equal to the 
discharged CO2 mass plus the increase of the CO2 mass) 

- Deviations in air mass balances (e.g., by air flow rate sensor fault) 
- Deviations in pressure balances (e.g., by air leakage which effects the supplied air rate.) 

 Operational state (OS) symptoms 
S4 
S5 
S6 
S7 
S8 
S9 

- The measured CO2-concentration by CT is higher than the setpoint Csp. 
- Unexpected low or high CO2 concentration. 
- Unexpected low or high air flows. 
- Missing BMS data 
- Unrealistic sensor data 
- Presence outside working hours 

 Additional symptoms 
S10 
S11 
S12 
S13 

- Maintenance information 
- Information from inspection. 
- Sensor calibration information 
- Complaints from occupants. 

FAULTS 
Code Model faults 
F1 
 
 
F2 

- Model faults for virtual sensors, a physical missing state value is calculated by software 
from existing sensors, to estimate for instance presence and occupancy. E.g., by CO2 
increase one could estimate the number of occupants in a room. 

- Assumptions to set up CO2- and air balances in the rooms.  
 Component faults 
F3 
 
F4 
 
F5 
F6 
F7 
F8 
F9 
F10 
F11 
F12 
F13 
F14 

- Supply fan or return fan, including electromotor, in the Air Handling Unit (AHU) is not 
working properly or broken. 

- One of the dampers (also including electromotor) at the AHU is not working properly or 
broken. 

- Inlet filter of the AHU is polluted which lead to low air flow to the building. 
- Leakage of ducts or clogged ducts. 
- Room damper (in which the motor is included) is broken. 
- CO2 sensor is defective or biased. 
- Presence sensor is defective or biased. 
- Window contact sensor is defective or biased. 
- Flow rate sensor is defective or biased. 
- Data connection from the room sensors to the BMS is missing. 
- Data connection to the BMS is missing. 
- Data connection to the dampers of the AHU is broken. 

 Control faults 
F15 
F16 
F17 
F18 
F19 

- Control of the supply and return fan by controller PC is faulty  
- Control of the CO2 concentration by controller CC is faulty. 
- Control of the AHU dampers by controller VC is faulty.  
- Room occupancy is higher than designed. 
- Windows are opened while mechanical ventilation is needed. 
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Appendix 5B. The construction of the 4S3F DBN 

We consider a small part from the DCV DBN model of Figure 5.4 to show how the DBN 
calculates fault probabilities. Symptom High CO2 and low qV is taken into account.  From 
Figure 5.4 we see that this symptom can be caused by a faulty CO2 control or faulty Damper. 
The faults linked to this symptom (notice that arcs go from the fault node to the symptom 
node) are isolated from other symptoms in this example which results in the DBN model 
shown in Figure 5B.1.  

Figure 5B.1 DBN model for symptom High CO2 and low qV. 

Faults are parent nodes with prior probabilities. We define the probability as the number of 
presences per 100 observations divided by 100. 

The prior probability that the damper is faulty (P(Damper)), has an arbitrary value of 1 % 
(see Table 5.B1) and the prior Present probability P(CO2 control) is set higher to 5 % (see 
Table 5.B2) because from experience it is known that control faults occurs more often than 
component faults. These values can be adapted by historical values from the BMS and 
inspection of the logbook at the facility manager or by complaints from occupants.  

In Genie [36], a DBN software tool, this can be implemented in tables for the node 
properties as shown in Tables 5.B1 and 5.B2. Symptoms are child nodes with conditional 
probabilities depending on the state of the fault node. Table 5.B3 presents possible node 
properties for symptom High CO2 and low qV where a Present value for the symptom 
indicates the probability that the symptom is present. For the sake of simplification, it is 
assumed in this example that when one of the faults is present, the symptom is also present. 

Table 5B.1 Conditional node properties High CO2 and low qV 
 (Between parentheses: the prior probabilities). 

As can be seen symptom High CO2 and low qV is present when Damper or CO2 control is 
Present, otherwise Absent because both Damper and CO2 control are Absent. In this example 

Damper Present (0.01) Present (0.99) 
CO2 control 

High CO2 and low qV 
Present 
(0.05) 

Present 
(0.95) 

Present        
(0.05) 

Present 
(0.95) 

Present 1 1 1 0 
Absent 0 0 0 1 
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we can easily calculate the probability that High CO2 and low qV is Absent (P(High CO2 and 
low qVC), thus no symptom is present, when both faults are Absent because faults Damper 
and CO2 control are statically independent of each other:  

P(High CO2 and low qVC)= P(DamperC˄CO2 controlC)=P(DamperC).P(CO2 controlC)= 
0.99*0.95=0.9405=94.05 %.  In Table 5.B4 all calculated symptom probabilities are shown. 

Table 5B.2 Calculated probabilities High CO2 and low qV from the fault states. 

Conversely, it is possible to calculate the Present probabilities P(Damper) and P(CO2 control) 
when the state of symptom High CO2 and low qV is known. For instance the posterior Present 
probability of Damper can be calculated from (0.05+0.95)/(0.05+0.95+4.95)=0.168=16.8 % 
when symptom High CO2 and low qV is detected. Note that the posterior Present probabilities 
are estimated in the DBN from symptoms to faults while the DBN is set up from faults to 
symptoms. In Figures 5B.2 and 5B.3 two examples are presented for symptom High CO2 and 
low qV. Figure 5B.2 shows the estimated symptom probabilities (94.1 % false) with the prior 
fault probabilities and Figure 5B.3 presents the estimated posterior fault probabilities when 
a symptom is detected (see that the Damper posterior Present probability is 16.8 % as 
mentioned earlier). 

In Genie the type of the child nodes can be selected. In the general type, the child nodes have 
probabilities for each combination of parent states. Most of the time it is impossible or time 
consuming to define the fault probabilities of all these combinations. 

In the 4S3F method we apply so-called Noisy-Max nodes in which the Present parent state 
indicates the chances of the child states. Table B5 presents this for our DBN example. High 
CO2 and low qV can be 66 % Absent when Damper is Present or 10 % Present when CO2 
control is Present.  The conditional Absent probability by a present Damper is high because 
a frozen damper can be closed or largely opened which does not result in a small air flow 
rate. LEAK shows here the chance of the state properties when Damper and CO2 control are 

Damper Present (0.01) Absent (0.99) 
CO2 

control 
Present 
(0.05) 

Absent 
(0.95) 

Present        
(0.05) 

Absent 
(0.95) 

Present 0.05 % 0.95 % 4.95 % 0 
Absent 0 0 0 94.05 % 

Figure 5B.2 Estimation of symptom probabilities 
    (Takes place during the setup of the DBN)  

Figure 5B.3 Estimation of fault probabilities  
(Takes place automatic by DBN during FDD process) 
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both Absent. Adjustment of the DBN example with the Noisy-Max node presented in Table 
5.B3 leads both to 1 % Present values for Damper and CO2 control when High CO2 and low
qV is Absent, while the Present values are 7.7 and 93.3 % when High CO2 and low qV is
Present.

Table 5B.3 Noisy-Max type for node High CO2 and low qV in the DBN example 

State symptom ‘High CO2 and low qV’  
Damper 
Present 

CO2 control 
Present LEAK 

Present 0.34 0.90 0 
Absent 0.66 0.10 1 

Noisy-Max nodes were applied for all DCV symptom nodes. The fault nodes, see Tables 
5.B1 and 5.B2, have as first state the Present state because it is difficult to estimate the
probabilities of the child node when one of the parent nodes is Absent independent of the
state of the other parent nodes. In this way the Noisy-Max probabilities can be set up easily
because the Absent state of LEAK can be set to 1 as we assume that the symptom is not
detected when both faults are not present. Only an inaccurate model to detect symptoms could 
lead to a detected symptom while actually no faults are present. We have ignored this option.

As shown in Tables 5.B1, 5.B2 to 5.B5, only Present and Absent states are proposed for the 
fault and symptom nodes in the DCV DBN. However, it can be extended with more states 
when necessary.  
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6. Fault Detection, Diagnosis and Correction for hard
and soft sensors in Building Energy Management

Systems: A new extension of the 4S3F framework.
This chapter has been submitted as: 

Arie Taal, Laure Itard, Wim Zeiler, “Fault Detection, Diagnosis and Correction for hard and 
soft sensors in Building Energy Management Systems” 

In this chapter, the 4S3F architecture is conducted on hard and soft sensors which are of 
utmost importance to derive reliable values for detection purposes. By the nature of soft 
sensors, model faults are introduced. Sensor faults are estimated in a case study for the 
thermal energy plant of the building of the Hague University of Applied Sciences. 

6.1. Introduction 

Building energy management systems (BEMSs) are becoming increasingly important due to 
the need for a continuous realization of a high level of indoor comfort and a healthy indoor 
climate, alongside stringent legal requirements regarding energy use like the Energy 
Performance Building Directive (EPBD) in Europe [1]. The emergence of smart grids and 
complex controls for decentralized renewable energy systems also contribute to the 
increasing importance of BEMS. The energy consumption in the operational phase of a 
building is actually higher than expected from HVAC design. Continuous commissioning 
with energy management can help to reduce this unnecessarily high energy usage. 
Furthermore, a BEMS helps to detect and diagnose both poor thermal comfort and indoor air 
quality.  
An energy diagnosis system is generally present in a BEMS using measured data from a 
building management system (BMS) that controls the HVAC system and stores the energy 
data, making the reliability of this data of the utmost importance. Despite the many studies 
regarding commissioning and energy management, see Kim and Katipamula [2] who 
presented recently an overview of heat, ventilation and air-conditioning (HVAC) fault 
detection and diagnosis (FDD) methods, building energy diagnosis systems are not often 
applied in practice because the implementation is complex, time consuming and there is a 
lack of standards. Literature presents many FDD methods to diagnose sensor faults. We come 
across several model-based, rule-based and data-driven methods, as presented in [2]. Much 
attention is paid to sensor faults due to their effects on the HVAC control. Most model-based 
methods, see e.g., [3 to 6], require accurate models for which setup is time-consuming while 
pure data-driven methods based on for instance artificial neural networks (ANN) (see e.g., 
[7 to 9]), Support vectors [10 to 13] and principal component analysis (PCA) [14 to 23] need 
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historical data for which it is important to know beforehand if it is faulty or faulty-free. This 
is generally not available for HVAC systems in existing buildings. In addition, many data-
points cannot be handled in one data-driven method for a whole HVAC system, by which 
different models for each subsystem must be setup. Available rule-based methods [24 to 26] 
also have disadvantages that most rules are HVAC specific. Next to this, the fault isolation 
in most of these methods is not independent of the detection method used. Furthermore, 
which is the most important issue, these methods are far away from how engineers design 
and implement HVAC systems and knowledge of information technology is needed to set 
them up. Another point is that faults are estimated sequentially top-down or bottom-up while 
a mixed form in which estimation finds place simultaneously at different levels was shown 
to be more efficient in isolating faults and the effects of faults on energy consumption, see 
[27] and on indoor climate, see [28]. 
In [29] the 4S3F architecture was proposed for building energy diagnose purposes. It is based 
on systems engineering. This 4S3F method overcomes largely the disadvantages of pure 
model-based, rule-based and data-driven detection methods because it combines them in a 
generic way using DBN (diagnostic Bayesian network) for fault isolation. See [27 and 28]) 
where the method is demonstrated. In [29] the principle of the method was demonstrated 
with a simple example for a heat pump, in [27] for energy performance diagnosis of a thermal 
energy plant and in [28] for a demand-controlled ventilation system. In Taal and Itard [27 
and 28] we assumed data were correct, neglecting the possibility of sensor faults. In the 
present article, a 4S3F method is proposed to diagnose sensor faults as well, showing that it 
is possible to diagnose simultaneously physical sensors (noted as hard sensor) faults as part 
of component faults and virtual sensors (also noted as soft sensor) faults as part of model 
faults while running for energy diagnosis purposes. The extended HVAC diagnosis system 
considered contains a heat pump combined with an Aquifer Thermal Energy Storage (ATES) 
system to generate heat and cold. The analysis covers part of the wintertime and therefore 
examines the energy measurement for heating, but also cooling required for a server room. 
In addition, demonstrating the framework, suggestions will be presented for the use of the 
framework in HVAC systems for sensor faults in general, especially for hot and cold-water 
systems.  Several generic elaborations for standard components like headers and heat pumps 
and various detection and diagnosis models are proposed as well. 
The case study in this paper demonstrates the practical usability of the framework and 
answers any concerns regarding the implementation of the framework, especially the facts 
that in practice there are fewer sensors placed than are ideally needed and that measurement 
contain uncertainties. In addition, the usage of standardized detection and diagnosis models 
and the simplifications which can be made in the DBN model while achieving an effective 
and efficient fault diagnosis are shown. 
The applied 4S3F framework for BEMS is briefly presented in Section 6.2. Sections 6.3 to 
6.6 discusses the generic approach for pre-processing, detection, diagnosis and correction for 
sensor faults. In Sections 6.7 to 6.11, the implementation of these processes in the 4S3F 
framework is elaborated further.  Section 6.12 presents a sensitivity analysis applied to the 
prior probability values of sensor faults. Finally, conclusions and recommendations 
concerning further implementation of the 4S3F framework are drawn in section 6.13.  
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6.2. 4S3F framework for building energy performance 

This section presents the headlines of the 4S3F framework for BEMSs applied on sensors. 
The presence of faults is determined by analyzing 4 different types of symptoms (4S), 
balance symptoms (energy, mass and pressure), energy performance (EP) symptoms, 
operational state (OS) symptoms and additional symptoms which are based on additional 
information as maintenance information. 
The results of the detection phase are supplied to a DBN model. In this model symptoms are 
linked to possible faults. We distinguish three categories of faults (3F): faults of models used 
to estimate missing energy data or to set up balance models, component faults and faults to 
control components. Figure 6.1, from [29], shows the relationship between the 4 types of 
symptoms and the 3 types of faults implemented in DBN models. 

Figure 6.1. 4S3F structure. 

The application of the 4S3F framework on sensor faults, is strongly based on system 
engineering for both detection and diagnosis of faults, applying energy, mass and pressure 
conservation laws for detection purposes applied to both aggregated systems and subsystems. 
Diagnosis finds place by DBNs by redundant analysis of fault symptoms. Furthermore, the 
4S3F systematic is congruent to HVAC P&ID (process & instrumentation diagram) and it 
can be set up by the HVAC designer.  
We consider hard sensors and their connections to the BMS as components. So, a fault in 
hard sensors will be classified as a component fault (e.g., a broken sensor). Soft sensors, 
obtained by enriching BMS data, for instance to estimate missing energy quantities by using 
measured temperatures and volume flow, will be considered as a model. 

6.3. Generic pre-processing models for soft sensors 

For symptom detection purposes, it could be necessary to apply soft sensors, a software 
approach to estimate missing state values or energy flow rates which are calculated from 
other sensors. It might also be necessary to replace BMS data missing by data connection or 
storage problems. 
Existing BMSs are generally not equipped for automated energy performance FDD purposes. 
A standard like in the Netherlands ISSO 31 [30] which is a guideline for measurement points 
in HVAC systems, can help to estimate the desired systems and the necessary sensors which 
can be divided in hard and soft sensors.  
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Soft sensors for state values 
The soft sensors embed models which contain (implicit) assumptions. Well-known models 
in pre-processing of missing state values are: 
 

1. A model for mass flow rates estimation when only the status of an electro-
mechanical apparatus is known. The unknown flow rate is estimated by applying 
documentation, like a pump characteristic and design values. 

2. A model to estimate an unknown temperature with the help of other temperatures. 
When data points are missing, e.g., in older HVAC systems with few sensors, it 
could be possible to assume data from available measured data. In Figure 6.2 an 
example is shown for a header. When the temperature T2 is unknown, one can 
assume that this value is equal to the measured value of sensor TT03 or TT01. 
 

 
 
 
 
 
 
 
 

Figure 6.2. Header with unknown temperature. 

3. A model to estimate a missing flow rate or missing temperature with the help of an 
energy balance. See Figure 6.3 which presents a model example for estimation of 
the missing temperature T3 and volume flow rate qV3 at a three-way valve when 
T1, T2, qV1 and qV2 are known. 

4.  
 

 
 

𝑞𝑞𝑉𝑉3 = 𝑞𝑞𝑉𝑉1 + 𝑞𝑞𝑉𝑉2 

𝑇𝑇3 =
𝑞𝑞𝑉𝑉1.𝑇𝑇1 + 𝑞𝑞𝑉𝑉2.𝑇𝑇2

𝑞𝑞𝑉𝑉1 + 𝑞𝑞𝑉𝑉2
 

 
 

 

Figure 6.3. Model for a three-way valve. 

5. A model for flow direction of measured mass flow rates. 
6. A model to estimate the static pressure using the law of Bernoulli and taking 

account pressure losses by pipes, ducts and appendages. 
7. A model to estimate the static pressure rise by a pump or fan turned on. 
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Soft sensors for thermal flow rates 
Most BMSs have the possibility to store mass and thermal energy flow rates. However, this 
is not implemented for all HVAC components’ input and output. It is common use to estimate 
thermal energy amounts from temperature and flow rate sensors: 

1. Estimating exchanged enthalpy H by Eq. (6.1):

𝐻𝐻 = ∑𝜌𝜌. 𝑐𝑐. 𝑞𝑞𝑉𝑉 .𝑇𝑇.∆𝑡𝑡 (6.1) 
With 
ρ= density of the fluid [kg/m3] 
c= specific heat capacity of the fluid [J/kgK] 
qV,= volume flow rate [m3/s] 
T= temperature [oC] 
Δt = timespan at which qV and T are considered constant [s] 

2. Estimating exchanged heat Q by Eq. (6.2) with Hin the input enthalpy and Hout the
output:

𝑄𝑄 = ∑𝐻𝐻𝑚𝑚𝑚𝑚 − ∑𝐻𝐻𝑄𝑄𝑄𝑄𝑡𝑡     (6.2) 

3. Estimating exchanged mass m by Eq. (3.3):

𝑚𝑚 = ∑𝜌𝜌. 𝑞𝑞𝑉𝑉 .∆𝑡𝑡             (6.3) 

6.4. Generic approach for detection of symptoms related to sensors 

In this section, general detection models and some examples for general rules are presented. 
In [27] and [28] examples of the 4S3F method were presented for a thermal energy-based 
HVAC plant and a DCV system. In these examples both EP and OS symptoms were applied 
and (energy) balance symptoms to detect unexpected energy losses. Examples of 
performance factors are coefficients of performance (COPs) and realized capacities of 
components. As operational states we understand physical state values such as temperatures, 
flowrates and pressures as well component states such as valve positions, rotation speed of 
pumps and on-off states of a heat pump.  In this chapter we extend the use of energy balance 
symptoms with mass and pressure balance symptoms for sensor diagnosis purposes. Next to 
this we show that energy performance, operational states and additional symptoms help the 
sensor diagnosis.  
In addition to [27], operational state symptoms related to the mode of the HVAC system are 
presented to exclude wrongly isolated faults in non-operational HVAC subsystems.  
Independent of the type of sensor fault (broken, biased, wrongly installed or faulty modelled) 
the next symptoms could be detected when a sensor fault is present: 

- Balance symptoms: Energy, mass and pressure balances are incorrect by faulty
temperature or mass flow rates, or pressure sensor.



 

180 
 

- Operational state symptoms 
Examples of symptoms which could indicate malfunctioning sensors are: 
 
• Temperature deviations between measured values while the same are not 

expected.  For instance, nearby located temperatures must be the same when 
the system is non-functional. Thus, the outlet water temperature of a system 
must have the same value as the inlet temperature when no energy is exchanged 
in the system. This can be realized by checking the water temperatures when 
the installation is not in heating or cooling operation, e.g., in weekends.  

• The flow rate sum to and from components, e.g., valves and headers, must be 
equal. This could be realized by checking the water flow rates every day before 
starting up the thermal energy plant. 

• Pressures must be equal to the atmospheric pressure when a flow machine is 
turned off. 

• Process mode states which indicate the presence of a sensor fault, we apply the 
HVAC mode (active or inactive state) of a subsystem as OS symptom to 
exclude a sensor fault within this system. 
 

- Energy performance symptoms: for instance, COP and energy rate values which are 
unrealistic because they are calculated with faulty sensor values. 

- Additional information from another FDD method for a trade component or from 
maintenance which indicate malfunctioning. 

 
6.5. Generic approach for sensor fault isolation  

Two types of sensor faults are distinguished: component (thus hard sensor faults) and model 
(soft sensor) faults as depicted in Figure 6.1.  
The fault diagnosis in the 4S3F framework is based on Bayesian Theory by which posterior 
probabilities of faults with the help of the symptoms detected can be estimated without using 
an extensive trial and error method. The diagnosis method is built in a DBN model. In section 
6.5.1, the generic structure of DBN models for sensor faults purposes is presented. Section 
6.5.2 shows some generic DBN (sub)models for sensors as well as suggestions for the usage 
of HVAC process modes and values for fault probabilities. In addition, Section 6.5.3 presents 
generic DBN models for process modes as OS symptom and Section 6.5.4 the application of 
additional symptom nodes in DBN models. Next to this the use of subsystems is presented 
in Section 6.5.5. Finally, in Section 6.5.6, the DBN node states and probabilities are 
discussed. 
 
6.5.1. Generic 4S3F structure of DBN models for sensor faults 

The DBN model is built using GeNie [32], a software tool which uses the Bayesian software 
application Smile [33].  Examples of DBNs for diagnosis purposes are presented in [27, 28, 
34 and 35].  However, we notice that a DBN model which includes many sensors could be 
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less readable because according to Figure 6.1 many connections can be present from sensor 
(component and model) nodes to symptom nodes. For instance, an energy balance symptom 
is linked to two flow sensors and four temperature sensors. We propose to reduce the number 
of links by introducing separate model fault sublayers by which hard sensor nodes are linked 
to symptom nodes. Therefore, the 4S3F structure in Figure 6.1 has been modified, see Figure 
6.4. As can be seen, a link is added from the component type to the model type faults so that 
energy rate data and soft sensors can be calculated based on hard sensor values. 

Figure 6.4. Adapted structure 4S3F model 

Figure 6.5 presents the generic structure of the proposed sensor fault DBN model. 

Figure 6.5. The generic DBN structure for 4S3F sensor fault diagnosis. 

The proposed DBN model consists of the following kind of nodes which are connected with 
relationships by arcs: 

a. Hard sensor fault nodes (in purple) and soft sensor fault nodes (in light purple).
b. Symptom nodes (yellow).

The symptom nodes are nodes which contain the conditional probabilities of
symptoms: balance, EP, OS and additional symptoms.

For example, measured temperatures and flows (hard sensor data) are linked by enthalpy and 
heat nodes (soft sensors) to the balance nodes. 
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6.5.2. Generic sensor DBN models  

DBN models should be implemented in the BEMS at the same time as the control in the BMS 
for efficiency considerations. However, they can be set up once and be available in a model 
library. In the case study, see Section 6.10, DBN models are applied for the headers, the heat 
pump, the boiler and the heat exchanger of the ATES system. As example, we present below 
a generic DBN model for a header.  
 
Example: a generic enthalpy model for headers, including a soft sensor  
The input and output enthalpies of a header can be calculated with Eq. (6.1). The schematic 
for a header can be extracted from a P&ID, see e.g., systems 1,2,4,5,14,15,21,24 and 25 
depicted in Figure 6.13 which will be discussed later. As example, Figure 6.2 shows a 
schematic for such a header where the flow measured by FT01 is divided into flows measured 
by FT02 and FT03.  
We suppose that T2 is a soft sensor which is modelled as being always equal to TT03.  
The corresponding DBN enthalpy model is presented in Figure 6.6 (the enthalpy nodes H are 
calculated from one temperature sensor TT and one flow sensor FT) in which T2 is a model 
node and the whole light purple row is a model sublayer containing soft sensor nodes. 
 

 

Figure 6.6. Generic DBN model for the energy balance of headers. 

The corresponding DBN mass model (the incoming and outgoing mass are calculated from 
flow sensors) is shown in Figure 6.7. 
 
 
 
 
 
 
 
 

Figure 6.7. Generic DBN model for the mass balance of headers 
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These DBN models can be extended easily when more pipes are connected to the header. 
Another example, a DBN model for a heat pump system, is presented in [27].  

6.5.3. Generic DBN model for process modes as OS symptom 

Sensor faults can be incorrectly detected when the energy amounts of systems in which these 
sensors are installed are low. This can lead to a large deviation in a balance when in fact no 
or only a small amount of energy is transported. However, such additional information is 
relatively specific to systems or buildings, and it is likely to be more cumbersome to 
implement. 
The faults in systems which deliver a small heat exchange can be excluded in the diagnosis 
which helps the isolation of the present faults. Depending on the heat and cold supply and 
demand of the building, process modes which indicate the on or (almost) off status of systems 
can be distinguished.  
The process modes can be implemented in the DBN model by application of OS symptom 
nodes, so-called as negligible energy (NE) nodes are proposed, which indicate the presence 
of small energy amounts in the systems and set the faults in the sensor and model nodes in 
the fault layer of these systems to Absent. An example for this solution is shown in Figure 
6.8 in which NE01 is a negligible energy node. 

Figure 6.8. Example of a DBN Negligible energy node. 

The fault nodes are set to true when the linked negligible energy symptom is Present. Figure 
6.9 presents an example of a DBN NE node. When the symptom node NE01 is set to Present, 
thus the exchanged energy amount is small, all sensor faults are set to Absent.  

Figure 6.9. Example of a DBN NE node 
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The fault nodes TT01, TT02 and FT01 are set to Absent when symptom NE01 is Present. This 
is realized in GeNie by LEAK that here has the arbitrary value 0.001 (higher than 0) for the 
Present state of NE01. 
 
6.5.4. Generic DBN model with an additional symptom  

Symptoms which indicate the presence or absence of a sensor fault, for instance by another 
FDD method or from maintenance or inspection information can be added as an additional 
symptom. Figure 6.10 presents an example of such a DBN model for TT01, FT01 and TT02 
as possible hard sensor fault nodes and an enthalpy balance (Hbalance) as symptom node. 
As additional information from sensor TT01, the symptom node FDD TT01 is present. 
 
 
 
 
 
 
 

 

Figure 6.10. Example of DBN model with an additional symptom. 

Possible prior probabilities of FDD TT01 are shown in Figure 6.11.   
 
 
 
 

 
 

 

Figure 6.11. Prior probabilities of the additional node FDD TT01. 

The posterior outcomes for TT01, FT01, and TT02 depend on the state of FDD TT01 when 
the symptom H Balance is set to Present. Table 6.1 shows that all sensors have almost the 
same Present probability (34-35%) when the evidence of FDD TT01 is Unknown. When 
FDD TT01 is Present then TT01 is set correctly to Present and set to Absent when FDD TT01 
is absent. 
 
6.5.5. The use of aggregated systems in GeNie 

GeNie offers the possibility to create aggregated DBN models from DBN submodels. In this 
way, it is possible to develop specific DBN models with the use of generic DBN models for 



185 

components or subsystems, which shorten the implementation effort of the specific DBN 
models.  

Table 6.1 Posterior Present probabilities depending on the state of FDD TT01 

6.5.6. Node states and probabilities 

In the nodes of the DBN models, the state probabilities of the Present and Absent events have 
to be set. The fault nodes are parent nodes which contain prior probabilities for the events of 
the nodes. The child nodes, like the enthalpy nodes, heat nodes and heat balance nodes, have 
conditional probabilities for the Present and Absent events that depend on the absence of the 
connected parent node faults, as presented in [27 and 28]. First, the set values of the prior 
probabilities should be determined, followed by those of the conditional probabilities. 

Prior probabilities 
The values for the prior state probabilities are chosen arbitrarily but based on expert 
knowledge. During the assessment period and considering past performance and the age of 
the equipment, it is assumed that less than 5% of the temperature and flow sensors are stuck 
or biased. So, there is a prior probability of 95% that the sensor readings are correct. This 
value is also assumed for the energy meter of the heat pump.  
However, the prior Present probabilities of all assumptions of the pre-processing models are 
set higher, because, based on the authors’ understanding of and experience with simulation 
models, the uncertainty is much higher. For straightforwardness, the prior Present 
probabilities for these model assumptions are all set to 10%. The influences of the above-
mentioned choices will be discussed in section 6.12. 

Conditional probabilities 
The conditional probabilities of the child nodes depend on the state of the parent nodes. 
Parent node faults can compensate each other. Therefore, an Absent probability of 2% for 
the child node is set when one or more of the parents are Present.  

In the future the prior and conditional probabilities can be fine-tuned by experience and data 
mining.  

6.6. Generic approach of sensor corrections 

The main types of corrections that can be distinguished are the repair of sensors or the 
adaptions and adding of models which are presented in sections 6.6.1 and 6.6.2 respectively. 

Posterior Present probabilities [%] 
Sensor 

State FDD TT01 TT01 FT01 TT02 
Unknown 34 35 34 
Present 100 2 2 
Absent 0 52 50 
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6.6.1. Repair of hard sensors 

Four causes for hard sensor faults are possible. The first one is that the measurement value is 
(temporarily) not available in the BMS, and the second is that the sensor is broken. Indicators 
for stuck sensors and missing measurements are unrealistic measured values and very high 
balance deviations, for instance higher than 40%. In the case of missing measurements, the 
necessary state values can be replaced, for example, by historical BMS data for the same 
conditions of HVAC processes using for instance a regression method or by replacing the 
missing data by calculated data from other available BMS data. If a sensor is broken it must 
be replaced. The third cause of fault sensor measurements could be that a sensor has been 
wrongly installed, and the fourth cause could be that of a drifting sensor. In the case of a high 
deviation, the measurement can physically be adjusted by: 
 

- the displacement of the sensor when it is not installed correctly, which generally 
demands a high investment and will not often be applied in practice. 

- the replacement of the sensor. 
-  

Or, in case of low deviations or when a physical solution is not possible, software-based 
corrections by: 
 

- a bias correction  
- the replacement of the measured value by a value calculated by a soft sensor which 

can also be applied in case the bias correction does not lead to adequate results. 
 

6.6.2. Adaption of soft sensor faults 

In case of a pre-processing model fault, another model has to be set up. Perhaps the model 
fault is easy to detect, and the model can be corrected by taking into account corrected heat 
losses for instance. However, a model expert has to be consulted when the necessary model 
adaption cannot be estimated. Fortunately, at the end of the implementation phase or at the 
beginning of the operational phase of the HVAC installation, the pre-processing model faults 
can be estimated for all possible process modes for the HVAC installation in an initial 
commissioning procedure.  
 
6.7. The thermal energy plant in the building of The Hague University 
in Delft 

6.7.1. System description 

The proposed FDD framework was tested on the building of The Hague University of 
Applied Science (THUAS) in Delft. The THUAS building (see the atrium in Figure 6.12) 
was selected because it has a complex HVAC system with an advanced control system, and 
extensive measurement data is available for analyzing energy consumption and the indoor 
climate. The building mainly contains classrooms, offices for the lecturers and a restaurant.  
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In [27], which presents the application of the 4S3F method for energy performance purposes 
on the thermal energy plant of the THUAS building, the working of this systems is described. 

Figure 6.13 shows the P&ID of this plant in which 37 sub-systems which exchange energy, 
are depicted as numbers. Hard sensors are indicated by code TT for temperature sensors and 
FT for flow rate sensors. The needed soft sensors needed for energy purposes are highlighted 
in yellow. 

Figure 6.12. Inside the THUAS building 

Heat is generated by a heat pump system and a boiler system and distributed to the hot water 
system in the building by a hot water hydronic system. Cold is generated by the cold well of 
the aquifer thermal energy storage (ATES) system and by the heat pump. By the cold-water 
hydronic system, the cold is transported to the cold-water systems of the building. In the 
winter, the parking roof is heated by the hot well of the ATES system. Because the ATES 
system has to be balanced over a year and more heat is extracted than cold from the ATES 
system, heat is regenerated to the hot well by the parking roof during summertime.     

6.7.2. Detection and diagnosis systems 

As noted in [29], balances are set up from small components, depicted in Figure 6.13, towards 
subsystems and the overall system. So not only the systems (1) to (30) are considered but 
also aggregated systems which combine components, for instance headers and buffers. 
Theoretically, many aggregated systems are possible. For instance, system (1) and (2) as well 
(2) and (3) can be combined and (1) to (3) etc. The order could be 30! thus more than 1032 

combinations. It is not realistic and necessary to define all possible systems. Below, the
selected systems are presented. First the aggregated systems (A), (B), (C), (D), (E), (F), (G)
and (H), see Figure 6.14, which shows aggregated systems in the form of a block scheme in
accordance with Figure 6.13. The arrow direction shows heat transferred Q and supplied
work W to pumps and also the heat pump compressors electric work depicted as W.
In addition, the aggregated systems (I) and (II) are defined which contain the cold-water
groups and the hot water groups. Finally, the overall system (III) is defined. Next, systems
(a) to (d), are distinguished for couples of headers in the plants which are helpful for heat
balances purposes: system (a) contains header 1 and 2, system (b) header 4 and 5, system (c)
header 14 and 15 and system (d) header 24 and 25.
For each system, an energy balance can be set up with supplementary a mass balance.
Summarized, 45 energy and 8 mass balance symptom rules are available.
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yellow marked:  
soft sensors 

 

 

 

Figure 6.13. HVAC P&ID of the heat and cold generation system of THUAS including soft sensors. 
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6.8. Hard and soft sensors in the case study 

6.8.1. Hard sensors 

From Figure 6.13, 42 hard temperature, 15 hard flow rate sensors and one hard energy meter 
can be extracted. The installed temperature sensors are of the type of LG-Ni 1000 with an 
accuracy between 0.5 and 0.8 K depending on the operational temperature. The flow sensors 
have an accuracy of ± 0.5% of reading which results in faults between 0.5% (at velocity > 1 
m/s) and 2.5% (at low velocity). The BMS data is recorded every four minutes. The stored 
sensor data contains one decimal number leading to an increase of the inaccuracy of the 
stored temperature values of 0.1 K and of the flow rate sensors of 0.1 m3/h. 
For the case study in this paper only the wintertime is reflected.  The period of November 
14th to December 11th, 2013 (28 days) was considered because of the availability of an almost 
complete set of 4 minutes energy data and the period is long enough to demonstrate the 4S3F 
principle.  

6.8.2. Soft sensors for missing BMS data 

Unfortunately, the sensors present have not been implemented for FDD purposes based on 
balance symptoms, so soft sensors had to be applied. When looking at Figure 6.13, it is 
obvious that some state values of the systems (1) to (30) are not measured. There are 16 
missing data points, yellow highlighted depicted in Figure 6.14: qV04_01, qV04_02, qV05, 
qV07, qV08, qV14, qV29_01, Troof_cw_in, Troof_hw_in, T03, T07, T06_a, T06_b, T05_a, 
T05_b, and T21_out. In addition, the flow direction of FT02_01 and FT03_01 of the ATES 
system, depicted as qV02 and qV03, are not measured.  

Figure 6.14. Aggregated systems in block scheme form. 

The missing data are estimated by 18 soft sensors using pre-process models. With these 
models, which are models any HVAC expert could make, the energy and state values of the 
considered systems are now known and the balance equations which are needed in the 
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detection phase can be set up consulting the HVAC P&ID. Notice that needed sensors should 
be placed in new HVAC installations which is probably less expensive than set up, check and 
correction of pre-process models and will also result in more accurate FDD. 
 
6.9. Fault symptom detection in the case study 

In this section results of symptom detection in the case study is presented. A detection period 
of one day is taken into account. The reason for this choice is that daily analysis delivers in 
most cases of thermal energy diagnosis an adequate result. In the worst case, the delay is a 
few days for correcting the diagnosed fault. Furthermore, the detection models can be simple, 
and the proposed corrections are more robust than when a shorter detection timespan is 
applied by elimination of outliers and transient behaviour. Steady state models can be used 
for most HVAC systems meaning that energy and mass storage in the considered systems is 
neglected, which is good enough at daily level.  
In the case study pressure balances are not analyzed because too few pressure sensors were 
installed to set up pressure balances. Furthermore, additional symptoms, like maintenance 
and inspection information, are not considered in this case study. 
First, the results of balance detection are presented in Section 6.9.1. In addition, Section 6.9.2 
describes the detection of energy performance symptoms, followed in Section 6.9.3 the 
results of operational state symptoms. Section 6.9.4 concludes with an overview of the 
symptoms detected. 
In the case study, energy and mass balances are set up once for the 40 considered systems. 
This needs to be programmed only once in the BEMS. Then for all considered 28 days the 
percent deviations of the balances are calculated and compared with the set thresholds εmax.  
 
6.9.1. Symptom detection by using balances 

As noted earlier, analysis finds place on values aggregated on one day for a period of 28 days. 
The percentage deviation δ of the balances is calculated for every day with Eq. (6.4).  
 
𝛿𝛿 = 𝐸𝐸𝑛𝑛𝑓𝑓𝑓𝑓−𝐸𝐸𝑖𝑖𝑛𝑛

𝐸𝐸𝑖𝑖𝑛𝑛
       (6.4) 

With 
E = energy [J] 
 
Thresholds for detection by balance symptoms 
Due to inaccuracy of measurements and transient behaviour of the HVAC component band 
widths are needed for symptom detection. The design values are unknown, so we assumed 
an acceptable threshold of 5 % for daily heat balances and 3 % for daily enthalpy and mass 
balances. Energy-related thresholds include system heat gains and losses, which are assumed 
to be one or two percent due to the good insulation of components. 
Results 
Most systems indicated true balances. However, 20 systems (1), (2), (4) to (7), (11), (12), 
(22), (24), (25), (C), (D), (G), (a),(b),(e), (I) and (III) show faulty heat balance outcomes for 
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one or more days. Some examples of the results are shown in Appendix 6A.1. As can be seen 
no symptoms were detected in system (B) and (H). Contrary to these systems, the other 
examples show that the deviations are larger on most days than the threshold of 5%. It is 
shown that the absolute deviation of the heat balance for the overall system (III) is less than 
the threshold of 5% for most days.  

6.9.2. Detection by using energy performance symptoms 

Thresholds for detection by EP symptoms 
Here, we assumed a threshold of 10 % for daily energy performance. Appendix 6A.2 presents 
results of the daily COP and EER for the heat pump. A too high EER is detected for most 
days. 

6.9.3. OS Symptom detection 

Operational states 
Thresholds 
The threshold for temperature deviations, belonging to OS symptoms, is set to 0.4 K, meaning 
|∆T|<0.4 K.  
Results 
Results of the OS symptom detection are presented in Section 6A.3. It is shown that the 
temperature sensors TT04-04 deviates from TT04-04.  

Process modes 
The thermal energy thresholds are arbitrarily set at 2 GJ/day (maximum energy exchange is 
11.3 GJ/day during the observed 28 days) and the heat pump work at 0.5 GJ/day which is 
maximum 2.1 GJ /day. 
Results 
As can be seen from Section 6A.4, some aggregated systems are inactive some days, 
especially on Sundays when the building is unoccupied.  

6.9.4. Conclusions 

Finally, in the balances of 19 systems faulty mass and heat balance outcomes were found for 
one or more days. In addition, it yields the symptom EERhp as Present, and further 
information shows that a temperature difference between TT04_04 and TT04_05, and 
TT04_06 is present. The detected symptoms are summarized in Table 6.2. 

6.10. Sensor fault identification in the case study 

This section presents the implementation of the diagnosis phase and shows fault isolation 
results for the case study. 
In our experiment, 58 hard sensors (see Figure 6.14) are present, containing temperature 
transmitters (code TT), flow transmitters (code FT) and the work delivered to the heat pump 
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Table 6.2 Detected symptoms related to faults. 

Detected symptoms Description of system 
Balance system (1) Present Cold water header 
Balance system (2) Present Cold water header 
Balance system (4) Present Cold water header 
Balance system (5) Present Cold water header 
Balance system (6) Present Buffer 
Balance system (7) Present Secondary water distribution ATES system 
Balance system (11) Present Evaporator group heat pump 
Balance system (12) Present Heat pump 
Balance system (22) Present Boiler module  
Balance system (24) Present Hot water header 
Balance system (25) Present Hot water header  
Balance system (a) Present Headers (1) and (2) cold water  
Balance system (b) Present Headers (4) and (5) cold water with buffers 
Balance system (e) Present Headers (24) and (25) hot water 
Balance system (C) Present Boiler system 
Balance system (D) Present  Hydronic system cold water 
Balance system (G) Present Hydronic system hot water 
Balance system (I) Present  Cold water circuit 
Balance system (III) Present Overall system 
EERhp too high Present Heat to evaporator of the heat pump divided by compressor work. 
Deviation TT04_04 – TT04_05 Present Deviation water temperatures in evaporator group 
Deviation TT04_04 – TT04_06 Present Deviation water temperatures in evaporator group 

 
(code ET), and 18 models for soft sensors are made for missing state values. Thus 76 possible 
sensor faults are defined. Unfortunately, only 44 symptom rules are available, so the problem 
is undetermined.  
First, the overall DBN model is set up by the use of DBN sub models which contain some of 
the considered systems (1) to (30) (as proposed in Sections 6.5.2 to 6.5.5), then the prior and 
conditional probabilities of the nodes are set (Section 6.5.6). It is assumed that a fault must 
be analyzed when the posterior probability is higher than 40 %. 
 
6.10.1. The implementation of DBN models in GeNie 

The overall DBN model in the case study is presented in Figure 6.15. As can be seen it is 
built up by generator systems (left), hydronic system (middle) and emitter systems (right) as 
shown in Figure 6.14 as blue nodes. 
The overall DBN model consists of aggregated DBN models which are built up from the 
systems (1) to (30).  

An example of a DBN submodel is presented in Figure 6.16 which shows the heat pump 
system (C). In this model the symptom nodes are yellow, the hard sensor fault nodes purple 
and the soft sensor fault nodes light purple. We see balance symptoms (depicted as 
Qbalance), OS symptoms (e.g., TT04_04-TT04_05) and EP symptoms (e.g., COPhp). Hard 
sensor fault nodes (indicated as TT and FT) as well soft sensor fault nodes (e.g., qV04_01, 
qV04_02 and the H’s and Q’s) are presented.  
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Figure 6.15. Overall DBN model of the thermal energy plant as built in GeNie 

6.10.2. The implementation of negligible energy nodes as important OS 
symptom. 

The considered HVAC system has different modes of operation. At the heat and cold demand 
side, the presence of heat demand of the roof collector (39), the hot water groups (34) and 
(35), and the cold demand of the systems (36) and (37) and of the server room (38) can be 
distinguished. In addition, energy may or may not be supplied by the heat pump (40), the 
boiler (33) and the wells of the ATES system (31) and (32). 
Different load modes can be distinguished based on combinations of:  

• System A: The cold demand of the server room (system (38)).
• System A: The cold demand by the North and South groups of the building (systems

(36) and (37)).
• System B: The thermal energy delivered by the ATES system.
• System C: The electrical energy delivered to the heat pump system. See Figure

6.15 in which NEcond and NEevap are OS symptom nodes indicating the presence of
the HVAC mode wherein the heat pumps condenser and evaporator have
negligible capacity.

• System D: The heat delivered by the boiler system.
• System E: The heat demand by the North and South groups of the building

(systems (34) and (35)).
• System F: The heat demand by the roof system.
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Figure 6.16. The implemented DBN model for the heat pump system (C)
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6.10.3. Identification results 

The detection results are imported in a DBN model. The main results of the diagnosis for the 
days on which the symptoms described in Table 6.2 are observed are presented in Figures 
6.17 to 6.20 which show the results for some of the sensors. See the scheme in Figure 6.13 
for the placing of these sensors. Figure 6.17 shows that the flow sensors FT28_01 and 
FT28_02 (the blue line is mostly invisible because the red line hides this line) have a high 
probability to be false (most days > 40 %).  
In Figure 6.18 the sensor FT29_03 has a high probability to be faulty as well, while Figure 
6.19 shows a high probability of TT04_04 being faulty. Furthermore, hard sensors 
CP07_01st, FT07_01, FT29_01, FT48_01, TT05_01, TT05_02, TT07_01, TT07_02 and 
TT29_07 (shown in Figure 6.20) were faulty by missing data-connection at the end of the 28 
days period.  In addition, models T06_a and T06_b (not shown) were sometimes reported as 
defective. 

  Figure 6.17. Fault probabilities of sensors FT28 Figure 6.18. Fault probabilities of sensors FT29 

  Figure 6.19. Fault probabilities of sensors TT04 Figure 6.20. Fault probabilities of sensor TT29_07    

Conclusion 
Despite unambiguous detection results, the symptoms observed in Figures 6.19 to 6.20 lead 
to the detection of six possible sensor faults which are present: 

- FT29_03 is faulty with a highest fault probability of more than 70%.
- TT04_04 is faulty with a highest fault probability of 100%.
- FT28_01 or FT28_02 is faulty with a highest fault probability of 50%.
- The soft sensors T06_a and T06_b were faulty with highest probability 92 and 96%.
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6.11. Correction of sensor faults in the case study 

In this section the results of the correction process are discussed. We address the proposed 
corrections in the case study.  
 
6.11.1. Proposed corrections 

In this section the proposed adaptions are summarized which are discussed in Appendix 6B.1. 
 
FT29-03: The best fit was correction of FT29_03 by Eq. (6.5): 
FT29-03corr=FT48-01+FT29-01+FT29-02 [m3/s]   (6.5) 
 
TT04-04 : Fitted by Eq. (6.6): 
TT04-04corr=TT04-04+1.25 [oC]     (6.6) 
 
FT28-02 is adapted by Eq. (6.7). 
FT28-02corr=FT28-03-FT28-01 [oC]    (6.7) 
 
The sensor diagnosis also resulted in soft sensor faults for T06_a and T06_b. Unfortunately, 
hard sensor data was missing to correct the applied models to easily adapt the models to these 
temperatures. We propose to omit corrections to these models. 
 
6.11.2. Results after correction 

The effects of the proposed adaptions are shown in Appendix 6B.2. As can be seen,  
the detection results show convincing outcomes for most days. However, because of the 
missing recorded data for systems (34) to (37), the outcomes for days 22 to 28 (system (a)) 
as well for days 19 to 28 (systems (b) and (III)) are still incorrect. Correction can be made 
for these systems by the replacement of the measured values by a model-based value by 
applying soft sensors in the enthalpy balances for the headers (1), (2), (24) and (25), which 
is left out of this case study. However, corrections could be made in the pre-processing part 
of the framework by using well-known solutions for missing data, like a regression method, 
to avoid wrong detection and diagnosis. Of course, the BMS has to be repaired as soon as 
possible. The pre-process can send a message to the responsible BMS technician. 
Discounting any missing data, most of the deviations in the daily energy balances remain 
under the threshold of 5%.  Only 6 times a symptom was detected for 44 symptom nodes for 
28 days which gives only 0.5% (fault) Present outcomes. 
 
6.11.3. Meaning for energy analysis 

The corrected calculated energy quantities can then be used for energy analysis. As can be 
seen in Appendix 6B.3, the differences between the energy output and input of the systems 
are almost invisible despite no correction has been taken place on the soft sensors T06_a and 
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T06_b. In this case no further action is proposed on finding adaptions of the models for the 
soft sensors T06_a and T06_b. 

6.12. Sensitivity analysis of the assumed probabilities in the fault layer 

The prior fault probabilities of sensors are difficult to estimate due to the lack of information 
about sensor failure. Below, a sensitivity analysis is applied on system C, the heat pump 
system.  The process mode is considered in which the mass balance as well as the enthalpy 
balance of systems (4) and (5) are wrong. In addition, the heat balances of the systems (6) 
and (B) are wrong, and the deviation between TT04_04 and TT04_05 is large. In the case 
study, the prior Present probabilities of the sensors were set to 5%. The outcomes of the 
diagnosis with this prior probability delivered a posterior Present probability of 84 % for 
TT04-04.  In the DBN model, these prior fault probabilities are varied for the sensitivity 
analysis. Table 6.3 presents the results of this experiment. The second column (in grey) shows 
the results of the case study for all prior Present probabilities being 5%. In the third column 
sensors TT04_04 and FT04_02 have a lower prior Present probability of 2%. Note that the 
posterior Present probability of the fault being in the temperature sensor TT04_04 decreases 
while it increases slightly for the sensors TT04_05 and TT04_06 which prior Present 
probabilities are still 5%. 

Table 6.3 Influence of prior probabilities on the posterior probabilities. 

In the case that FT04_02 has a higher prior Present probability than TT04_04 (see column 4) 
the posterior Present probability of the flow sensor increases while it decreases for the 
temperature sensor TT04_04. Larger differences between prior probabilities result in 
posterior probabilities of the same order for all sensors (see column 5). Still TT04_04 is 
detected as symptom in all cases. This sensitivity analysis, although not complete, shows that 
even when prior fault probabilities are not precisely known, the diagnosis delivers adequate 
results. Despite the simplicity and limited scope of our analysis, we notice that in our 
experiments the Bayesian method correctly identifies the temperature sensor TT04_04 as 
faulty when tested with a high belief of sensors (less than 5% of these sensors are stuck or 
biased).  
When assumptions for prior and conditional probabilities are unsure, identification is more 
complicated. However, in that case, the 4S3F method still reduces the possible faults to a 

Sensor Prior Present probabilities 
TT04_04 5 2 5 5 
FT04_02 5 2 10 20 
TT04_05 5 5 5 5 
TT04_06 5 5 5 5 

Posterior Present probabilities 
TT04_04 84 70 80 74 
FT04_02 11 7 21 38 
TT04_05 21 33 24 30 
TT04_06 8 12 8 7 
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limited number, which will help the HVAC expert to solve sensors faults with much less 
effort than nowadays. 
 
6.13. Conclusions and recommendations 

6.13.1. Conclusions 

This article presents an extension of the 4S3F method to diagnose hard and soft sensor faults 
(component and model faults). The presented approach corresponds with how engineers 
design and diagnose HVAC systems with P&IDs and is applicable without knowledge of 
which sensors work well and/or are malfunctioning. The original 4S3F architecture has 
therefore been expanded with connections between component and model faults to 
implement soft sensor faults therein. Next to this, a novel operational state symptom node is 
presented which consider negligible energy amounts of systems and the application of 
additional symptoms from a separate FDD method for components is also discussed. A 
generic approach is presented for setting up the detection and diagnosis models for sensor 
FDD purposes.  
Next to this generic part, the sensor FDD method is implemented in a case study of an existing 
HVAC system with real data. This case study shows that the 4S3F framework is successful 
in detecting and diagnosing sensor faults in the BEMS and is able to adapt measurements 
even when symptom thresholds are set arbitrarily. The sensitivity analysis for the prior 
probabilities shows that the diagnosis still delivers accurate results when the assumed prior 
probabilities are changed. Furthermore, the balance, EP and OS models for systems and DBN 
models in the cases study can be applied to other installations. 
In addition, the assumptions that the heat losses are low in THUAS’ HVAC system and that 
the storage term in the energy balances can be ignored during daily detection appeared to 
be correct. 

6.13.2. Recommendations 

Although the results are promising, further research is desirable.  
First, a case study is needed to diagnose energy performance and sensor faults 
simultaneously. This research should provide answers to the questions such as which range 
of threshold values to use for the symptom detection, and to questions about sensor and 
energy performance diagnostic periods (from hourly to annual). 
Diagnosis will be more accurate if all sensors necessary for energy analysis are installed. In 
the presented case study, some flow sensors and temperature sensors were both missing. A 
minimal set of sensors and meters should be estimated to realize good identification of 
measurement faults and inaccurate energy models. Standards for sensors to be installed 
should be used, e.g., [30] in The Netherlands. 
In case a BEMS is set up sensors will be installed, and they can be checked for fault purposes 
when the installation is delivered by first commissioning.  
It should also be researched if the HVAC can be started up automatically by the BMS in 
different modes to hasten the estimation of a fault. For instance, to estimate bias errors of 
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temperature and flow sensors, the BMS could start up the pumps and fans during nights or 
weekend days when no heat or cold is needed. 

Further automation of the framework is necessary. To realize that: 
- A generic library of detection models (including other systems like air handling

systems and heat and cooling facilities in rooms) is needed from which balance
models can be selected in a specific case. This library contains also models for OS
and EP information.

- A generic library of diagnosis models is needed from which DBN models can be
selected in a specific case.
For the sake of this paper, we started with such generic libraries.

- Software is needed to calculate the soft sensor values, the energy and the mass
amounts in the processing. Next to this, automatic estimation of the presence of
symptoms and translation of that to event values (Present or Absent) for the
symptom nodes in the DBN model are needed. Finally, automation of the output of
the DBN analysis is needed.

- Software should feed the probabilities of the fault and symptom nodes in the DBN
models, which should be done once at setting up these models but can also be
derived from generic DBN models.

- In this case study, GeNie is used as the DBN software tool. Research is needed into
the most suitable software tool which can handle the libraries of DBN models and
can handle redundant symptom information in the right way. The software has to
deal with adapted probabilities of events based on information from data mining.

In addition, the implementation of prior and conditional probabilities in DBN models should 
be investigated further. In this paper, Boolean events (true and false) were implemented, 
meaning that the prior probabilities give the probability of the event to be true or false (e.g., 
95% chance that TT04_04 works well and 5% chance it doesn’t work). When more events 
for fault and symptom nodes are implemented (e.g., 85% chance that TT04_04 works well, 
10% chance it is not well calibrated and has a bias, 5% chance it is broken), it may be possible 
to estimate the kind of fault, a defective or biased fault for example. It is also possible to 
weigh the degree of the estimated deviation. This can help the diagnosis and the correction 
of sensor faults.  
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Appendix 6A. Detection symptoms results 

Symptom detection results from the THUAS sensor FDD case study are presented in this 
appendix. First, in Section 6A.1 results from balance symptom detection are shown, followed 
in Section 6A.2 by energy performance symptoms. In addition, operational symptom 
detection results are presented in Section 6A.3. 

6.A.1. Balance symptom detection results

The next main assumptions in detection models are made. 
- It is assumed that dynamic effects are small when a period of one day is considered.

So, storage of (thermal) energy within the systems is ignored. The only exceptions
are the buffers (6), (10) and (16).

- Heat losses of the systems are neglected because it is known that the components
and pipes are insulated well.

- The hydronic system performs well. So, the direction of flows corresponds to the
design.

- Leakage through closed valves is ignored.
Arbitrary, the threshold deviations for the balances εmax are based on expected inaccuracies 
by measurements and models.  The assumptive threshold for the enthalpy and mass balances 
is set to 3 % while the heat balances are set higher to 5% because they are mainly calculated 
based on the former which results in higher balance deviations. Absolute deviations below 
these values, suppose that symptoms are not present.  

Figures 6A.1 and 6A.2 show the deviation for the balances of the components (8), the heat 
exchanger of the ATES system, and the heat pump (12).  

Figure 6A.1 Deviations of the heat exchanger ATES (8) 
before corrections 

Figure 6A.2 Deviations of the heat pump (12)  
before corrections 

The deviation of the heat balance of the heat exchanger lies far under the threshold of 5%. 
However, the absolute deviation of the heat balance of the heat pump, is most days far from 
the threshold of 5%.  
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Figure 6A.3 Deviations of the ATES system 
before corrections. 

Figure 6A.4 Deviations of the heat pump system 
before corrections. 

Figure 6A.5 Deviations of the boiler system 
before corrections. 

Figure 6A.6 Deviations of the hydronic system cold 
water before corrections 

Figure 6A.7 Deviations of the hydronic system hot 
water before corrections 

Figure 6A.8 Deviations of the thermal energy plant 
before corrections. 
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Figures 6A.3 to 6A.8 show the energy balance deviations of the aggregated system (B) to (D, 
(G), (H) and the overall system. As can be seen symptoms are structurally present for the 
systems (C), (D) and (G). 

6.A.2. Energy performance symptom detection results

The COP and EER are defined as performance indicators which are independent of heat or 
cooling mode of the heat pump. Eqs. (6A.1 and 6A.2) show the formulas for these EPs. 

𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑝𝑝 = 𝑄𝑄𝑐𝑐𝑛𝑛𝑛𝑛𝑐𝑐
𝑊𝑊ℎ𝑒𝑒

 [-]        (6A.1)     and 𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑝𝑝 = 𝑄𝑄𝑚𝑚𝑒𝑒𝑚𝑚𝑒𝑒
𝑊𝑊ℎ𝑒𝑒

 [-] (6A.2) 

With 
Qcond=heat at the heat pumps condenser [kJ] 
Qevap=heat the heat pumps evaporator [kJ] 
Whp=supplied electric work to the compressor of the heat pump [kJ] 

The EER and COP values of the heat pump must be realistic according to the manufactory 
data sheets. Figures 6A.9 and 6A.10 show the measured daily values.  
Looking at the specifications of the heat pump and the mean water temperatures at the 
evaporator and condenser side of the heat pump (about 9 and 34oC), the daily COPhp value 
should be about 5 and 4 for the EERhp. Taking into account a threshold of 10% results in the 
next expected energy performance indicators: 4.5<COPhp<5.5 and 3.6<EERhp<4.4. All days, 
the EERhp is higher than the upper limit of 4.4 (see Figure 6A.9). It is even higher than COPhp. 
So, the calculated EERhp based on the measured water temperatures is false. However, the 
COPhp looks realistic because it is between the lower and upper limit values. 

(blank gap:heat pump is off) 
Figure 6A.9 Daily EERhp before corrections 

(blank gap:heat pump is off) 
Figure 6A.10 Daily COPhp before corrections 

6.A.3. OS Symptom detection results

The water temperatures at the evaporator and condenser side of the heat pump: TT04_04, 
TT04_05, TT04_06, TT04_01 and TT04_02 are positioned next together in the technical 
room (see Figure 6.14 in which these sensors are depicted). The value of TT04_04 should 
reach the value of TT04_05 and TT04_06 when the heat pump is set off during a long period. 
As example, Figure 6A.11 shows the deviation between TT04_04 and TT04_05. 
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Figure 6A.11 Deviation between TT04_04 and TT04_05 before corrections 

As can be seen TT04_04 and TT04_05 deviates from each other. The smallest deviation is 
about -1 K when the outliers are ignored. In Figure 6A.12, we see the temperature curves for 
TT04_04 and TT04_05 when the heat pump is turned off and there is no flow in cold water 
circuit 04. The number on the x-axis is the data storage number. An amount of 1 corresponds 
with a timestamp of 4 minutes. Number 1080 corresponds with Sunday November 17, 2013 
at 00:00 hour and 1440 corresponds with Monday, November 18, 2013 at 00:00 hour. Figure 
6A.12 shows that a higher deviation is detected between the sensors TT04_04 and TT04_05 
than the set threshold of 0.4 K. Note: this figure shows also that every 360 minutes (6 hours) 
the temperature quickly decreases. This is caused by Pump CP03-01 in the secondary ATES 
system which restarts every 6 hours for a short period of time, which is likely to be necessary 
for the pump to work properly. This affects the water temperatures at the heat pump because 
cold water is supplied from the buffer (6).  
Deviations at the hot water circuit are not perceived. For instance, Figure 6A.13 shows a 
small temperature deviation between TT04_01 and TT04_02. We expect that TT04_02 to be 
equal to TT04_01 when the heat pump stays off. However, BMS data shows that the heat 
pump generates heat during Sunday night (after point 1440), resulting equilibrium could not 
be reached. 

(on Sunday 17 November) 
Figure 6A.12 Temperatures TT04_04 and TT04_05 

before corrections 

 (on Sunday 17 November) 
Figure 6A.13 Temperatures TT04_01 and TT04_02 

before corrections 
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HVAC negligible energy results 

Despite that the case study is conducted for wintertime, the heat pump was inactive for four 
days (on All Sundays, see Figure 6.14) and it can be seen from Figure 6A.15 that the boiler 
system was almost inactive all days. The roof system was active on the days 8, 9 and 20 (see 
Figure 6A.16). 

(0=Absent 1=Present) 
Figure 6A.14 Negligible energy heat pump 

system 

(0=Absent 1=Present) 
Figure 6A.15 Negligible energy boiler system 

(0=Absent 1=Present)  
Figure 6A.16 Negligible energy roof system 
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Appendix 6B. Corrections in the case study 

The corrections made in the case study are discussed in this appendix. The proposed 
corrections are presented in Section 6B.1. In Section 6B.2 the detection results after 
corrections are discussed and in Section 6B.3 the meaning for energy performance diagnosis. 

6.B.1. Proposed corrections

The possible sensor fault FT29_03 is addressed first. Because we had not the opportunity to 
realize replacement and displacement of the sensors, we applied the soft sensor approach. 
The best fit was a bias correction of FT29_03 by Eq. (6.5): 

FT29_03corr=FT48_01+FT29_01+FT29_02 [m3/s] (6.5) 

This adaption leads to satisfying results (no symptoms are detected in system (a) anymore).  
TT04_04 can be simultaneously corrected. The OS information shows a bias around 1 K, see 
Figures 6A.11 and 6A.12. We have estimated a bias correction which results in the smallest 
deviation:  +1.25 K. The measured TT04_04 will be corrected with this bias: 

TT04_04corr=TT04_04+1.25 [oC] (6.6) 

Where T04-04corr is the corrected temperature value. 
And at last, a correction can be made simultaneously for FT28_01 or FT28_02. The diagnosis 
did lead to an ambiguous result. Both sensors can be faulty. Here, the soft sensor solution is 
also applied. Although the differences are not large, the proposed correction for FT28_02 fits 
better than that of FT28_01, so FT28_02 is adapted by Eq. (6.7). 

FT28_02corr=FT28_03-FT28_01 (6.7) 

6.B.2. Results after correction.

Figures 6B.1 to 6B.6 show the percent deviation of the systems (B), (C), (D), (G), (H) and 
(III) after the corrections. After the three proposed corrections, the detection results show
convincing outcomes for most days, compared with Figures 6A.1 to 6A.6. However, because
of the missing recorded data for systems (34) to (37), the outcomes for days 17 to 28 (systems
(H and III)) as well for days 21 to 28 (systems (D) and (G)) are still incorrect. Correction
can be made for these systems by the replacement of the measured values by a model-based
value by applying soft sensors in the enthalpy balances for the headers (1), (2), (24) and (25),
which is left out of this paper. However, the authors propose that the correction can be made
in the pre-process part of the framework by using well-known solutions for missing data, like
a moving average, to avoid wrong detection and diagnosis. Of course, the BMS has to be
repaired as soon as possible. The pre-process can send a message to the responsible BMS
technician. Discounting any missing data, most of the deviations in the daily energy balances
remain under the threshold of 5%.
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Figure 6B.1 Deviations of the ATES system           
after corrections. 

Figure 6B.2 Deviations of the heat pump system   
after corrections. 

Figure 6B.3 Deviations of the boiler system        
after corrections. 

 

Figure 6B.4 Deviations of the hydronic system  
cold water after corrections. 

Figure 6B.5 Deviations of the hydronic system 
hot water after corrections. 

Figure 6B.6 Deviations of the whole system        
after corrections. 
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Figure 6B.7 shows the corrected EERhp which is incorrect only twice despite the rough 
estimate of EERhp. 

Figure 6B.7 Measured EERhp after corrections 

Figure 6B.8 shows the deviation between TT04_04 and TT04_5 after this correction. As can 
be seen the deviation is decreased to about zero.  

Figure 6B.8 Deviations between TT04_04 and TT04_05 after bias correction of TT04_04. 

Figures 6B.9 to 12 present the exchanged energy for the boiler, the roof, the headers (4) and 
(5), and system (3) after corrections. The differences between the energy output and input of 
these systems are almost invisible. Only systems (4) and (5) show a visible deviation, which 
is easily explained because the case study was applied for a winter period in which the daily 
cold demands for the cold-water systems were low. Compared with the cold demand in the 
summer period, the absolute deviation of the presented cooling energy can be neglected.  
The correction is satisfying because energy data is available for energy diagnosis purpose 
despite no correction has been taken place on the soft sensors T06_a and T06_b. In this case 
we propose no further action on finding adaptions of these sensors. 
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Figure 6B.9 Energy exchange boiler system  
after corrections 

 

Figure 6B.10 Energy exchange roof  
after corrections 

  

Figure 6B.11 Energy exchange systems headers (4) 
and (5) after corrections 

Figure 6B.12 Energy exchange system (3)  
after corrections 
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7. Discussion  
This chapter discusses the overall findings of the thesis answering the research questions 
mentioned in chapter 1.4. First, the study outcomes are discussed followed by the limitations 
of the study. 

7.1. Study outcomes  

The main result of the current study is a new energy performance and fault detection and 
diagnosis (FDD) architecture that mimics diagnostic activities of HVAC (heating, 
ventilation, and air conditioning) engineers. The structure of the so-called 4S3F method 
consists of 4 types of symptoms (balance, energy performance, operational state and 
additional symptoms) and 3 types of faults (component, control and model faults) that can 
be obtained for the most part from P&IDs (process and instrumentation diagrams), applied 
in the design phase and for building management (BMS) purposes. The detection of 
symptoms takes place separately from the diagnosis based on Bayesian statistics by a 
diagnostic Bayesian network (DBN). The variety and number of researched HVAC systems 
in the case studies gives confidence that the 4S3F approach is workable on all kind of HVAC 
systems. 

Chapter 2 showed the concept of how the 4S3F method can be built from a P&ID and 
presented the value of systems theory through redundant analysis of systems at multi-level. 
In the Chapters 3 to 6, the 4S3F approach has been successfully tested in case studies with 
real measurement data from the HVAC system of the building of The Hague University of 
Applied Sciences in Delft. It was applied to a thermal energy plant (containing a heat pump, 
boiler and an ATES (aquifer thermal energy system) and a demand-driven ventilation system 
(DCV) as an end-user system. Energy consumption as well as a healthy indoor climate, and 
hard and soft sensor failures were discussed. The outcomes of chapter 3 were rules for annual 
balance, energy performance and operational state symptoms for a thermal energy plant. In 
Chapter 4 the DBN model for energy performance diagnosis purposes has been further 
researched at annual analysis to diagnose component and control faults. A main result was 
that the set absolute values for prior and conditional probabilities in the DBN are subordinate 
to the relative ones. It was shown that two states for symptom and fault nodes (true and false) 
were sufficient to isolate the present HVAC control faults. Application on a demand-
controlled ventilation (DCV) system showed that the 4S3F method is also practicable on 
indoor air systems at daily time spans, see Chapter 5. In this case, undesirable control 
behaviour of the building users was counted as a control fault. And finally, in Chapter 6, the 
4S3F method was applied on sensor faults. Supplementary to the other case studies, this case 
study showed that model faults can be isolated and additional symptoms help the diagnosis. 
Also, a shorter diagnosis time span (one day) was considered than at the energy performance 
diagnosis. Furthermore, redundant balance detection was successfully applied. 

Below, the above is elaborated in more detail by answering the research questions presented 
in the Introduction. First, the main research question is discussed: 
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Which FDD architecture is suitable for HVAC systems in general to support the set up and 
implementation of FDD methods, including energy performance diagnosis? 

After a literature study about energy performance metrics and FDD methods, and 
considering HVACs design approach with P&IDs, a novel FDD architecture, called 4S3F, 
was developed in this thesis. In this 4S3F architecture energy performance diagnosis is 
handled as an FDD method in the same way as FDD for components. With this architecture, 
the FDD system can be setup by HVAC & Control engineers in the same way as P&IDs 
using a library of detection and diagnosis models, regardless of the type of HVAC system.  

The first insight was that in an FDD architecture for all kinds of systems, the detection of 
symptoms should be distinguished from the identification of the fault(s). This has been 
concurrently reported in other studies, for example, Zhao et all [1] presented an extremely 
useful extension of the FDD classification in 2019 [2] in Figure 1.2. In their very complete 
framework, symptom detection and fault identification are separated and there is an 
exhaustive categorization of FDD methods, the results of which can be embedded in the 
DBN models. 

Second, the analysis of existing FDD methods and HVAC design processes has shown that 
the use of information embedded into P&ID’s (Process and Instrument Diagrams) should be 
an essential component of an FDD method. Combining this information with measurement 
data from the building management system (BMS) leads to the possibility of determining 
symptoms of 4 categories (balance, energy performance, operational state, and additional 
information) and faults (model, component, and control) of 3 categories. In this way the 
FDD system can be setup concurrently in a similar way as the HVAC design by the HVAC 
and/or control engineers.  

These insights lead to the 4S3F architecture in which the symptom detection and fault 
diagnosis phases are separated from each other (see Figure 7.1).  

Figure 7.1 Separated detection and diagnosis phases in the 4S3F method. 

For the symptom detection a set of symptom rules divided into four categories (balance, 
energy performance, operational state, and additional symptoms) was discussed and related 
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performance measures were developed, using efficiencies, seasonal performance factors, 
capacities, and control and design-based operational indicators. 
As a diagnosis method, the DBN (Diagnostic Bayesian Networks) method was applied 
because of its system science nature which is present in P&IDs. This method includes HVAC 
expertise, and the results are probabilistic, diagnosing faults based on symptoms as HVAC 
engineers would. 

Figure 7.2 shows the structure of the proposed 4S3F DBNs for all kind of HVAC systems. 
As can be seen three types of fault nodes are linked to four kinds of symptom nodes. The 
necessary information to set up a DBN for a specific HVAC system comes from the P&IDs. 
The links between symptoms and faults, and the set probability parameters in the DBN, are 
known from HVAC expertise. Knowledge of ICT and data analytics is limited at the stage 
of the set-up.  

 

 

 

 

 

Figure 7.2 The 4S3F structure in a DBN model 

In the 4S3F DBN the posterior probabilities of faults are identified by two states of 
symptoms: the presence or absence of symptoms. 
Principle proofs of the 4S3F method have been performed on different types of HVAC 
components and systems, on the energy performance diagnosis of a thermal power plant 
(Chapter 3 and 4), a DCV system (Chapter 5) and hard and soft sensors (Chapter 6). The 
faults were correctly identified in all case studies. In this report, a start has been made with 
setting up symptom rule and DBN libraries. See Figure 7.3 which presents an overview of 
developed symptom rules and DBN models in the study. 
The outcomes are discussed in more detail by specifically answering the four sub-questions 
defined in Chapter 1.4: 

1. How can HVAC P&IDs be used as a starting point for setting up an HVAC- specific 
FDD system, including energy performance diagnosis? 

The study revealed the usability of P&IDs for diagnosis of energy performance faults 
(Chapter 3 and 4), sensor faults (Chapter 6) and DCV (Chapter 5). In all experiments 
symptoms and faults were derived from them. In P&IDs, systems can be distinguished, 
relations between faults and symptoms can be depicted, and equations for exchanged energy 
amounts can be derived. See Figure 7.4 which shows an example how information from 
P&ID can be extracted for symptom detection and fault identification. It is common use that 
P&IDs contain information about set control values and capacities of components. 

All presented 4S3F methods on sensor, energy performance and DCV show that one can set 
up an FDD system from P&IDs. 
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Figure 7.3 Faults and symptoms present in the case studie. 

2. How can the multiple system and subsystem levels in HVAC systems be reflected in and
made useful for the FDD system?

This question was addressed by looking at HVAC engineering practices where P&IDs are 
applied during design, implementation, and maintenance of HVAC systems. Different levels 
of systems can be distinguished. As example, Figure 7.4 presents a heat pump system which 
contains components and is part of a more aggregated thermal energy generation system. 
The case studies discussed in Chapters 4 and 6 for energy performance and sensor faults 
showed that FDD can take place simultaneously at different hierarchical levels, rather than 
by bottom-up or top-down approaches often described in literature. This is possible since 
DBNs support systems approach using specific nodes for aggregated systems and 
subsystems. 

The hierarchical levels proposed are: 

• Level A: whole HVAC system
• Level B: aggregated systems
• Level C: (trade) components
• Level D: subcomponents inside components
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Figure 7.4 Extraction of a DBN model from a P&ID 
(purple: faults, yellow: symptoms) 

In Chapter 2, simultaneous multi-level diagnosis was discussed. See Figure 7.5 which shows 
the aggregated system C made up of subsystems A and B. Redundant balances for these three 
systems allow much better isolation of sensor faults. In Chapter 6, this approach was 
successfully applied for sensor FDD. 

Figure 7.5 An aggregated system consisting of two sub-systems. 

Figure 7.6 shows an example of DBN models at levels B and C. The DBN model of the 
heat pump system (containing components at level C), is an aggregated node in the DBN 
model at level B. 
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Figure 7.6 DBN model at level B containing components at level C. 

3. Which methods need to be applied for symptom detection of the main categories of
faults?

The input of the DBNs of the 4S3F method is the presence and absence of symptoms. 
Chapter 2 stated that all kind of model-, rule- and data-driven detection methods can be 
implemented in the 4S3F architecture. Based on our observations on how HVAC experts 
conduct energy diagnostics in practice, we have suggested classifying symptoms into four 
categories, as shown in Figure 7.2, which are successfully implemented in the case studies 
of Chapters 3, 5 and 6: 
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a) Balance symptoms: based on balance deviations. This is a quantitative model-
based approach, based on system theory. However, it does not use complex white 
box models, but just energy and mass balance equations on systems and 
subsystems.  
In this thesis energy and mass balances are applied for energy performance analysis 
and sensor fault detection.  

b) Energy Performance (EP) symptoms: based on deviations in energy performance 
metrics. Both quantitative and qualitative model-based approaches can be applied 
here.  
The usefulness of efficiencies, seasonal performance factors and realized capacities 
was demonstrated in this thesis.  

c) Operational state (OS) symptoms: based on deviations in the operational state 
from the expected state. This is either a quantitative model-based approach 
(comparing with simulation results), a qualitative model-based approach (rule-
based) or a data-driven approach, in which historical data can be used to estimate 
outliers.  
In the present study control and design-based operational indicators were applied. 
In addition, rules for indoor air quality detection purposes. 

d) Additional symptoms: based on additional information. This may be based on 
historical data or on maintenance or inspection data, but also on the results from a 
specific FDD method included in a component by the producer. Zhao [1] recently 
presented an overview of FDD methods from which this information can be 
extracted. They were classified into data-driven (classification, unsupervised 
learning and regression methods) and knowledge-driven (model-based and rule-
based) methods.  
In the present study, symptoms concerning negligible energy amount of HVAC 
subsystems were applied. In addition, it was shown how results from an external 
FDD method could be implemented. 

The first category of symptoms is generic, while the last is generally system specific. While 
the second and third are generic, their set values are not. The detection in the case studies in 
the Chapters 3 and 6 showed that balances, which is directly linked to laws of energy and 
mass conservation, forms the foundation for the detection of symptoms. To estimate the 
balances, quantitative (thermodynamic) models are used. According to thermodynamics, the 
following energy balance applies for open systems when a time span is considered: 

𝑄𝑄 −𝑊𝑊𝑡𝑡 + 𝐻𝐻𝑚𝑚𝑚𝑚 − 𝐻𝐻𝑄𝑄𝑄𝑄𝑡𝑡 = ∆𝐻𝐻𝑎𝑎𝑠𝑠𝑎𝑎𝑡𝑡    (7.1) 

with 

H=enthalpy 
Q=net supplied heat 
Wt=technical work  
The indices in and out refers to the input and output of the system, and the index syst to the 
system content.  The technical work includes both mechanical and electrical energy. 
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Contrary to most models found in literature, the models applied in the 4S3F method are very 
simple. If the timespan used for energy calculation is large enough to eliminate transient 
effects, these models are reduced to the fact that the sum of the inputs to a system should be 
equal to the sum of the outputs whereby ΔHsyst=0.  
As all systems are described in the HVAC schematic diagrams, it is easy to describe the 
balances simultaneously at HVAC systems’ design.  

Likewise, energy performance (EP) deviations, such as COPs, provide a generic way to 
detect symptoms, by comparing the performance of specific components relative to product 
specifications and the performance of systems to simulation results, benchmark values or 
guidelines. Examples include comparing efficiencies and performance factors of 
components to product specifications (see Chapters 3 and 6) or the yearly energy 
consumption to a benchmark. Energy performance measures based on seasonal values can 
be used, but also shorter times can be applied (day, hour etc.). The level of detail of the EP 
measures is not fixed in the reference architecture. Depending on aims and costs benchmark 
measures can be used or results from simulation models.  

In addition, OS deviations emerge from the comparison between measured state values and 
their control set points (see Chapters 3, 5 and 6). These symptoms can be detected using 
rule-based and history-based models.  

All types of symptoms other than the balance, EP and OS symptoms can be accommodated 
within the container term additional symptoms. Within this, subtypes can again be 
distinguished. For instance, additional information can contain results of specific component 
diagnosis methods already integrated in components by suppliers. In Chapter 6 an example 
of the integration of the outcomes from a diagnosis method for a component is discussed.  
Additional information may also include maintenance and inspection information on 
components regarding sensor and energy performance malfunctioning (to rule out the 
presence of faults in these components) or historical data trends (e.g., decrease of COPs of 
systems over the years due to ageing). Furthermore, the fault identification can be improved 
by the usage of so-called negligible energy (NE) symptom nodes which can exclude faults 
in non-operational HVAC subsystems. See Chapter 6 where such nodes are implemented. 
However, most additional information is relatively specific to systems or buildings, and it is 
likely to be more cumbersome to implement. 

4. Can the proposed FDD architecture easily be automated and applied on existing HVAC
systems?

All experiments conducted on an existing building have shown the usability of the 4S3F 
method despite missing data, faulty sensors, missing data points and missing design 
information concerning HVAC control accuracy. However, in practice the quantity of BMS 
data available can be low. This could lead to uncertainty of fault presence. Fortunately, one 
of the strengths of the DBN method is that still faults will be excluded and in the worst-case 
scenario more models, components and controls will be indicated as possibly defective. In 
Chapter 4 the sensitivity of faults at level B only is discussed.  This experiment showed that 
fault probability outcomes will still indicate which part of the system should be tackled first. 



220 

7.2. Limitations of the study 

In this section, the limitations of the present study are discussed. 

A major limitation in the practical application is that the real time effort of HVAC engineers 
to design the FDD method is yet unknown. In particular, a protocol to set up a 4S3F method 
is lacking with the subject of how to divide the entire HVAC system into its subsystems. 
Furthermore, the detection and diagnosis steps in the case studies have been executed in a 
semi-automated manner with the software applications Matlab and Genie. Software based on 
Matlab was developed to convert BMS data to symptom data. Then, to exchange symptom 
results to the DBN model in Genie a C++ software tool, called GenieAnalyzer, was 
developed. 

In addition, limitations of the study are further discussed below, based on the FDD phases 
as shown in Figure 1.1. 

Pre-processing 
Measurements comprise of outliers and missing data points. In the pre-processing phase, 
data must be cleared or replaced. This was out of the scope of this research but is of utmost 
importance. Blank data could be replaced by data from regression formulas based on pattern 
recognition by historical data (in Chapter 3, this was realized for missing daily energy). In 
addition, measurements must be transformed automatically into data in the correct form, for 
instance volume flow rate and temperature data must be converted to energy amounts and 
some soft sensor data to operational state values.  

Furthermore, the sampling time of the measurement data from the heat and cold power plant 
in the case studies was 16 minutes. This may be insufficient for shorter diagnosis time spans. 

Detection 
The thermal energy plant of THUAS was divided into subsystems for which detection rules 
have been drawn up. Especially for sensor FDD, many subsystems were present, which 
meant that many balances had to be set up. Some of these balances required soft sensors. No 
research has been done on optimizing the number of subsystems.  

The BMS (building management system) in the case studies contains many data points which 
were used for detection purposes. Hence, it is desirable to conduct the 4S3F method on other 
buildings with less or different sensors.  

In this study, daily energy and mass balances were prepared with the assumption that the 
thermal storage term in the energy balances of most systems (an exception was made for the 
buffer tanks) could be neglected because the HVAC system has almost the same state after 
every night-time. This greatly simplifies the detection with balance symptoms because it can 
then be assumed that the energy output for each system must be equal to the energy input. 
The case studies on the thermal energy plant demonstrated that the storage term could rightly 
be neglected. In thermodynamically slow systems with a time constant on the order of a day 
(e.g., buffer vessels) or when the balances are set up for short times (e.g., hourly), it is 
necessary that the storage term is included.  
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Thresholds and number of exceedances in detection rules were set arbitrary in the case studies 
with HVAC knowledge. For instance, in the presented energy balance and energy 
performance detection rules, thresholds of 5% were assumed. In addition, an acceptable 
temperature deviation of 1 K (cold water system) to 3 K (warm water system) was used. The 
annual threshold exceedance of these operational state symptoms was set to 10%. However, 
these values depend strongly on the components and the set values of the controllers applied 
in the control systems. Moreover, the diagnosis time spam affects the rules. Furthermore, 
expected COPs were based on design specification and derived from guidelines. However, 
actual building use by occupants affects these energy performance measures. 

The minimum number of symptoms required to arrive at a proper diagnosis has not been 
investigated. More, requires more effort, but will likely yield higher accuracy. However, this 
can also lead to misdiagnosis due to the possibility of contradictions and can complicate 
building a correct 4S3F DBN. 

Diagnosis 

A tool which generates automatically DBN models from the P&ID and runs the fault isolation 
based on automatic input generation from the detection phase is not available. Without such 
a software, the implementation can be time consuming.  
Next to this, a limited amount of HVAC components and systems were considered: in the 
case studies a heat pump, an ATES system, heat exchangers and a DCV system. In addition, 
the 4S3F method has been isolated from other sub systems like the air handling units and 
thermal end-user systems. Furthermore, the building physical properties of the building and 
the influence of building occupancy on energy consumption are not taken into account. Also, 
novel thermal and electrical systems, as fuel cells and solar panels are not considered. 
The prior and conditional probabilities in the DBN model were arbitrarily determined based 
on designers’ experience. Despite this, the case studies showed that only relative values were 
important. However, in case of more DBN symptom and fault nodes which are linked to each 
other, it can be complex to estimate the conditional probabilities of the symptom nodes. The 
relative values of set probabilities in the DBN can be determined once and included in a 
guideline. More research could also be done on samples of buildings (rather than an 
individual buildings) to arrive at better values. Another possibility, for example, is to Pareto 
analysis performed on simulation models for most common HVAC systems to determine the 
probabilities or by performing data analysis on failure data from the BMS. 
Unfortunately, it was not possible to create faults in an existing HVAC system to check the 
diagnosis for all kinds of faults.  

Correction 
Next to this, putting the 4S3F architecture into practice online and automatically correcting 
the faults was beyond the scope of the thesis. It is therefore tested on historical BMS data 
and not real time. 
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8. Conclusions

8.1 Overall conclusions 

The main objective of this study was to develop a FDD architecture which combines 
knowledge present in P&IDs and HVAC expertise. The case studies presented proof of 
principles which have shown that the developed 4S3F method is promising. 

The scientific contribution is a step forward towards a systematic and automated multi-
system and multi-level fault and energy performance diagnosis by the novel 4S3F FDD 
architecture.  

The proposed 4S3F framework meets the hypothesis mentioned in Chapter 1.4 that it must 
be possible to develop an automated generic FDD method for HVAC’s energy performance 
diagnostic purposes based on systems theory approach, information from HVAC P&IDs and 
integrating diverse FDD methods already demonstrated. The congruence between the 4S3F 
and HVAC structure in P&IDs is believed to help promote the large-scale implementation 
of FDD, including energy performance diagnosis in HVAC systems. The primary symptom 
detection methods were balance (energy, mass and pressure) based and rule-based (energy 
performance indicators and operational states) but can be expanded to other types like 
statistical methods. The simultaneous redundant detection using balance symptoms on 
aggregated systems and associated subsystems improves the isolation of the faults which 
also finds place at multi-system level. 

The DBN method as a diagnostic method overcomes the problems mentioned in Chapter 1, 
mainly because it is similar to how engineers design HVAC systems. In addition, it was 
successfully applied to both energy performance and component FDD. It is very promising 
that the 4S3F FDD method can be set up and implemented in parallel or even simultaneously 
with HVACs design and BMS implementation. When automated, this will considerably 
reduce the FDD implementation effort. 

The case studies for sensor fault identification in a thermal energy plant, energy performance 
diagnosis of the same thermal energy plant and of a demand-controlled ventilation system 
showed the capability to diagnose with the 4S3F architecture. Component, control, and 
model faults can be isolated by four types of symptoms: balance, energy performance, 
operational state, and additional symptoms. Symptoms and faults can be extracted from the 
P&IDs of the HVAC system considered. The case studies provide confidence that the 4S3F 
method is generic and could therefore be applied to all types of HVAC systems. It can handle 
different FDD methods as model-based, rule-based, and data-driven which deliver 
symptoms for diagnosis purposes. 

The diagnosis finds place by DBN models which are set up with expertise from HVAC 
engineers. Results from the diagnosis are posterior probabilities of faults. Even when less 
symptom or contradictory information is present, the diagnosis delivers usable outcomes. 
Multiple faults can be isolated simultaneously. The sensor fault diagnosis in a case study 
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demonstrated that many faults and symptoms can be diagnosed within seconds. It seems that 
extension of the DBN model with more nodes will not develop software runtime problems.  

Furthermore, uncertainties in the FDD method can be processed in the set probabilities of 
the DBN model and by introducing model faults. It concerns incorrect or inaccurate 
measurements, incorrect balance models, inaccurate energy performance metrics and 
missing fault-symptom relations. The case studies demonstrated that absolute values of the 
prior and conditional probabilities in the DBN are less important than the relative ones which 
reduce the need to set these probabilities in a very accurate way.  

Energy amounts needed for estimation of energy waste and energy consumption reduction 
by corrections could be simply determined by the standardized and systematic use of energy 
balances and energy performance indicators as symptoms, as done in the 4S3F method. 
These indicators and balances are not available in most rule-based and data-driven symptom 
detection methods. 

And at last, in this thesis a start was made for a library of symptoms because most of the 
presented symptoms in the case studies are generic and consequently easily adaptable to 
specific HVAC systems. Detection symptoms and diagnosis models were developed for 
several components of a thermal energy system (generation and distribution systems) and a 
ventilation system (an emitter system). Figure 7.1 showed an overview of the applied kind 
of symptoms. Chapter 3 (operational state symptoms), 5 and 6 (balance, energy performance 
and operational state symptoms) presented examples of such models for a DCV end user 
system and an HVAC thermal energy plant. In addition, Diagnosis models, thus DBN 
models, were presented in Chapter 4 (component and control faults), 5 (component and 
control faults) and 6 (component and model faults).  

Summarized, the next new insights and approaches can be concluded from the studies. 

a) P&IDs are the starting point for setting up an energy performance diagnostic 
system. 

b) Energy performance diagnosis can be conducted with DBNs. 

c) The 4S3F DBN mimics the way HVAC experts diagnose. 

d) It is possible to apply results from model-, rule- and data driven based FDD 
methods in the 4S3F DBN. 

e) The simultaneous diagnosis at multi-level is supported by the 4S3F DBNs. 

f) Many faults can be isolated at the same time. 

g) The simultaneous redundant detection using balance symptoms on aggregated 
systems and associated subsystems improves the isolation of the faults. 

h) The 4S3F architecture supports energy performance diagnosis of a thermal energy 
system as well a DCV system. 

i) Integration of energy performance diagnosis with component FDD is new.  
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j) Uncertainties in the FDD method and inaccuracies in the measurement data can be
processed in the 4S3F method.

k) Application of model faults, especially soft sensors, in an FDD method is new.

l) Absolute set probabilities of the fault and symptom nodes of the 4S3F DBN are less
important than the relative ones.

m) A start to classify rules for energy performance, balance and operational state
symptoms was made.

8.2. Recommendations 

This section presents recommendations for the design and implementation of the 4S3F 
method. 

Elaboration of the 4S3F method 

The symptoms presented in the case studies of this thesis could be extended with new 
versions. A library for detection symptoms should be set up. In addition, for diagnostic 
purposes, a DBN library must be established for HVAC systems.  
Research should also be carried out into shortening diagnosis times. Furthermore, the optimal 
DBN structure must developed. 
Moreover, continuous 4S3F FDD using live data is necessary, mainly for the health and 
comfort of the user, whereas in this thesis only historical data has been used. 
After automation, it is strongly recommended to conduct a case study to simultaneously setup 
the FDD method with HVAC design by the HVAC engineer.  
The above recommendations are elaborated further in section 8.3. 
Next to this, the 4S3F could be extended for multi-commodity energy grids at a block of 
buildings, district, and city level. 

Automation 

A procedure to set up the 4S3F model is recommended. Next to this, to help the 
implementation, automation of the FDD process is required to increase the acceptability of 
the 4S3F method. Furthermore, automation of the pre-processing is desirable. In the pre-
processing step, missing and corrupted data and measured data outliers must be corrected 
automatically which was out of the scope of this thesis. However, much research has been 
conducted on this. 

Specific recommendations for the automation of the 4S3F FDD method are addressed in this 
section. In the short term, within one to two years, the next software should be developed: 
• Software to automate the pre-processing of BMS data: next to correction of corrupt data, 

soft sensor values and energy amounts could be estimated.
• A user interface for symptom detection, in which rules and default values can be adapted. 
• Software for automated detection purposes is needed.
• A user interface to build DBNs.



 

226 
 

• Software for diagnosis purposes which fill in automatically detection results and 
estimate posterior probabilities of the faults. 

• Finally, a high-quality user interface to present diagnosis results and relevant 
information to correct faults would be relevant to advance the used of FDD in HVAC 
systems. 

And after that: 
• Software to select HVAC subsystems from a P&ID: It would be preferably automated 

from a (BIM) database containing P&ID information. 
• Software to help the HVAC designer to select symptom models from an HVAC 

component and control library with default thresholds is needed. 
• Probably, software is useful for automated adaption of set probabilities of DBN models 

by historical data.   
• Next to this, software and methods which test sensors by starting up the HVAC system 

daily or in the weekend in different HVAC modes would be of great help to strengthen 
the diagnostic process.  

Short term implementation in a real HVAC system 

Extensive DBNs should be avoided because it complicates estimating the conditional 
probabilities of the symptoms. Therefore, the following is recommended when using the 
4S3F method. Weak links between faults and symptoms should be neglected. However, at a 
minimum, balance symptoms must be present to isolate sensor failures. In addition, energy 
performance and operational state symptoms, as present in the case studies, are needed for 
energy performance analysis. Furthermore, DBN nodes must be present for the most used 
generator, distribution and emitter systems. Within these subsystems there are fault nodes for 
the main components, such as energy generators and heat exchangers. Afterwards, the DBN 
can be extended with additional symptoms and model faults. 
In addition, it is recommended to start with daily FDD because heat gains and losses of 
systems and the storage period in energy balances can be ignored with daily FDD for well-
insulated components, which greatly simplifies the energy balances. 

The posterior fault probabilities should be presented in an automated way which could lead 
to advice stakeholders for correction purposes.  

 
8.3. Further research 

First, recent research work from the last year is discussed. In November 2020, M. Horrigan 
[1] published his PhD thesis. He focused on the operational phase of the building and 
considered only detection of faults which takes place by comparing operation data with 
forecast data from a calibrated simulation model. As stated in the present thesis, the 
disadvantage of this approach is that the prediction model could be trained with measurement 
data from a not optimally functioning installation. In addition, a changed building use should 
lead to an adjustment of the predictive model. Nevertheless, his research is valuable because 
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his symptoms could be applied in the 4S3F FDD. His study confirms that a multi-context 
approach has advantages over the commonly used bottom-up and top-down approaches. 
Two recent studies present a DBN method as a tool for HVAC system diagnosis. First a thesis 
of Gao [2] from December 2020 is discussed. The DBN’s, she presented, are also set up with 
expert knowledge and she also take in account the building typology such that a variety of 
HVAC systems can be considered. The structure of the DBNs supports multi-level diagnosis 
(component and sub-system levels are distinct). As with the 4S3F method, it does not go 
beyond the component level (i.e., trade products) and mainly distinguishes two fault 
conditions (normal and abnormal). Also, both component and control faults are recognized. 
Her design of the DBNs therefore largely corresponds to that of 4S3F. Since this has been 
done independently with 4S3F, that gives even more confidence in the 4S3F architecture. 
She confirms that absolute values for the prior probabilities are subordinate to relative values, 
so that she also uses raw values for these probabilities: two states and 0.9 for most normal 
conditions. Sometimes three states are distinguished. As with the 4S3F cases, the conditional 
probabilities vary. 
In another study [3] only component faults for an air handling unit were considered. The 
DBNs are first setup on expert knowledge and adjusted afterwards based on data analysis. 
This resulted in more relations between faults and symptoms and, according to the expert, 
some relations were absent. A fault-symptom relation matrix is presented from which the 
DBN can be setup (in 4S3F a table was presented). Many rule-based symptoms were 
presented.  
Both DBN studies confirm the choice of Bayesian networks over other FDD alternatives and 
present a structure of the DBNs largely similar to that of 4S3F. However, in contrast to the 
4S3F approach, energy performance was not discussed, and no attention was paid to P&IDs 
drawn up by HVAC designers for setting up an FDD application. In addition, hard and soft 
sensor faults were not taken into account, and balance and EP symptoms were not taken into 
account in both DBN studies. 

In view of the recommendations and recent studies, the following follow-up study is 
recommended below. 
In the short term, faults in existing HVAC systems should be created to check the 4S3F 
method for all kinds of faults. This will be done for several buildings in one of the work 
packages of the recently started Dutch B4B project [4], in which research institutions and 
about twenty companies participate. 
In the longer term, it is desirable that the FDD information is included in a building 
information model (BIM) and that a standard is available for this. The information required 
for the 4S3F FDD is strongly linked to design information. A central place where this 
information is available in the correct format is desirable. This includes P&ID based 
information, specifications of components and controls, and control settings. A BIM is 
suitable for this. In addition, changes during the realization or use of the building can be 
included in the BIM. It is also desirable to include pre-processed measurement data from the 
BMS in the BIM such as energy quantities and (for example average) operational state 
quantities that are directly usable for energy performance diagnosis. It is recommended that 
further research be conducted on this. In the KnoHolEM [5] project, for example, attention 
was paid to storage of measurement data in a BIM. Maintenance and inspection information 
and frequencies of types of faults can also be included. 
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8.3.1 Pre-processing 

Most existing buildings do not contain many hard sensors, so soft sensors are needed to 
estimate energy amounts and status values. In the present study, some models are presented 
for soft sensors such as soft temperature and flow sensors. However, the overview is not 
exhaustive and should be supplemented, for example with a soft flow sensor, which can be 
derived from the specification of the fan and its speed. 

8.3.1 Detection 

New kind of symptoms should be investigated, to what extent they help to isolate errors. To 
include in the library, the following extensions may be considered: 

Balances 
• Pressure balances
• Energy and mass balances at room level which consider the internal heat production,

heat flows through the building skin and storage of thermal energy in the construction.
• Mass and energy balance equations which consider non-stationary behaviour instead of

steady state models.

Energy performance 
• Time-based energy consumption symptoms. For instance, energy related patterns during

day and night-time, and during weekends.

Operational states 
• Flow rates
• Adding control signals for detection purposes which for instance support to identify a

broken cable.

Additional information 
• User information from occupants. For instance, complaints about thermal comfort.
• Incorrect HVAC modes (e.g., cooling with chiller instead of natural cooling).
• Predictive energy performance and IAQ models.

Next to this, results of existing or new component FDD methods, as statistical methods, can 
be implemented in the DBN.  

Furthermore, it is recommended to investigate the minimum number and types of symptoms 
required to arrive at a proper diagnosis for all kinds of HVAC systems. 

8.3.2 Diagnosis 

It is desirable to conduct the 4S3F method on other buildings with a limited amount of data 
points such as houses. Furthermore, a study should be conducted on simultaneous diagnosis 
of energy performance, sensors, and indoor climate. In this study they were studied 
separately. Moreover, it is desirable to conduct research to optimize the division of an HVAC 
system into subsystems where the necessary sensors can be determined and research for the 
minimum data set for reliable energy performance symptom detection is required, for 



229 

application to existing buildings and dwellings where few sensors are present. On the other 
hand, redundant hard and soft sensors improve diagnosis of faulty sensors. Research is 
needed about the level of redundancy needed.  

For diagnosis purposes, a DBN library with HVAC models for components and control 
systems is required to reduce the effort to set up a specific HVAC DBN. It is recommended 
to start with generator, distribution and emitter systems. For instance, models for an AHU, 
VAV systems and thermal energy generator systems as solar collector systems. Next to these 
systems, this library should also contain standardized HVAC components. For instance, 
models for valves, pumps, pipes and ducts but also models for control systems (supply 
temperatures, on-off strategies, timers) and sustainable energy generators. Furthermore, soft 
sensor models can be added, e.g., for the estimation of number of persons for occupancy 
purposes. A start is made in this thesis and can be realized in short term. It is recommended 
to expand the HVAC systems, such as air handling units and thermal terminals in building 
rooms. Next to this, solar panels and batteries can be considered. Furthermore, the building 
physical properties of the building and the influence of building users on energy 
consumption. For instance, by taken into account the thermal energy and air balances of 
rooms to exclude or include the effect of building physics on energy (including comfort and 
health) performance. 

Moreover, as for diagnosis purposes, the optimal time interval for diagnosis is of utmost 
importance.  Symptom detection and fault diagnosis could occur at short time frame (e.g., a 
sensor diagnosis at every minute) to annual diagnosis (e.g., annual SCOP of an ATES 
system).  Is it possible to integrate different timespans in one integrated DBN model?  

The relative values of prior and conditional probabilities in the DBN nodes can be estimated 
by experts. This can be done once and included in a guideline. More research could also be 
done on samples of buildings (rather than individual buildings) to arrive at better values. 
Another possibility, for example, is that Pareto analyses are performed on simulation models 
for most common HVAC systems to determine the probabilities or by performing data 
analysis on failure data from the BMS. In addition, a test procedure for set probabilities could 
be developed. 

It can be hypothesized that more states in fault nodes helps to precisely identify the fault type. 
Moreover, the effect of more states (now Boolean) in symptom nodes can be considered 
which could help to accurately identify the fault type of a component or control system.  

In the 4S3F method, DBN was chosen because it mimics the expert. Then DBN is an obvious 
choice. The present study concerned a proof of concept: to what extent does a DBN approach 
solve the identified problems? For this purpose, the software tool Genie based on Smile was 
used. In further research, it is certainly a recommendation to see whether other software 
which mimics engineer’s’ practice would not be (even) more suitable. 

Energy balances have been used for sensor failures (chapter 6). They have also been used to 
determine unnecessary heat losses or gains in systems from system efficiencies (chapter 3). 
It is recommended to integrate these applications because anomalies in energy balances can 
be caused by sensor faults, but also by miscalculation of heat gains or losses (model errors) 
if not all exchanged energy can be measured. In addition, it is proposed to consider system 
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efficiency not as a balance symptom, but as a symptom of energy performance. The above 
needs to be worked out in more detail. 

8.3.3 Correction 

In addition, automation for decision making is desirable. For instance, by quantifying 
unnecessary energy losses, achievable energy gains by corrections and investment costs (for 
instance to redesign the HVAC system, to replace a sensor or to adapt control strategy). 

Finally, looking at the developments in the field of energy flexibility, it could be interesting 
to develop the 4S3F method towards the determination of optimum control strategies, not 
only looking at set values in the system, but potentially better values.  
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A new approach to automated energy 
performance and fault detection and 
diagnosis of HVAC systems
DEVELOPMENT OF THE 4S3F METHOD

The Heating, Ventilation and Air Conditioning (HVAC) sector is responsible for a large part of the 
total global energy consumption, a significant part of which is caused by incorrect operation of 
controls and incorrect maintenance. HVAC systems are becoming increasingly complex, especially 
due to multi-commodity energy sources, and as a result, the potential for failures in systems and 
controls will increase. That is why energy performance diagnostic systems are paramount. 
However, despite much research on Fault Detection and Diagnosis (FDD) methods for HVAC 
systems, they are rarely applied. An important reason is that the proposed methods differ from the 
design approaches of HVAC designers who use process and instrumentation diagrams (P&IDs).

The presented study made a step forward towards a systematic and automated multi-system and 
multi-level fault and energy performance diagnosis by developing an energy performance FDD 
architecture based on information embedded in P&IDs. The new FDD method, called the 4S3F 
method, combines systems theory with data analysis. In this 4S3F method, the detection and 
diagnosis phases are separated. The symptoms and faults are classified into 4 types of symptoms 
(balances, operating conditions (OS) and energy performances (EP) anomalies and additional 
information) and 3 types of faults (component, control and model faults).

The 4S3F method has been applied to the thermal energy plant of the building of the Hague 
University of Applied Sciences in Delft, containing a ATES system, a heat pump, a gas boiler and 
hot- and cold-water hydronic systems. The conducted case studies presented that the 4S3F 
method unambiguously diagnosed the causes of failures. In addition, they showed that the 4S3F 
architecture largely solves the problems present with existing FDD methods that can be realized 
through a strict distinction between causes (faults) and effects (symptoms), allowing multiple 
detection methods to be used. The diagnosis by Bayesian diagnostic networks (DBNs) supports 
simultaneous multi-HVAC-level diagnosis of multiple faults and overcomes by posterior 
probabilities of the possible faults, problems associated with incorrect diagnosis results due to 
measurement inaccuracies and uncertainties in the FDD method. Furthermore, it was shown that 
both energy performance analysis and component FDD are applicable with the 4S3F architecture. 
In addition, classifications for symptoms and faults were presented. Sensitivity analysis on the 
identified probabilities in the DBN of the case studies showed that the absolute values are 
subordinate to the relative ones which helps the setup of the 4S3F method.

Arie Taal
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