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Abstract: For a successful public value strategy, the elements “public values/strategic goals”, authorizing environment” and
“operational capability” should be coherently aligned. In this paper, we discuss how we have aligned these elements in the
context of Open Data. We focus on the relationships between Open Data and public values, in particular, trust,
transparency, privacy and security. Several contradictions exist between these values. To succeed, Open Data policy has to
reconcile these values. For reconciliation purposes, we introduce the notion of precommitment, which is a restriction of
one’s choices. Precommitment is conceptualized as a policy-instrument whereby an organization imposes some restraint
on its policy in order to restrict the extent to which values may conflict and stakeholders have to worry about the
trustworthiness of that policy. We demonstrate how precommitment - implemented as a data request procedure —
combined with a proper data infrastructure for Open Data may reconcile potentially conflicting values.
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1. Introduction

Open data (OD) is gaining importance in recent years. This increase of importance is taking place in the context
of a growing demand for openness. Governments and governmental organizations plead for more openness,
e.g. the Obama Administration and the European Union (Zuiderwijk et al. 2012) (Kulk et al. 2012) (ROB 2012).
But also the scientific community is calling for more openness with its own research data. Openness is viewed
as a means to contribute to transparency and via transparency, it is assumed to contribute to trust of civilians
and other stakeholders amongst the government and in science (Zuiderwijk et al. 2012) (Kulk et al. 2012) (ROB
2012) (Schuyt 2012) (Rajamaki 2012). On the other hand, openness may lead to privacy breaches and security
violations (Braak, et al. 2012) (Gutmann et al. 2008) (Kalidien et al. 2010) (Kulk et al. 2012).

In line with the increase of the importance of OD, several OD initiatives are going on at the moment (Conradie
and Choenni 2012). These OD initiatives all have in common that they are to a certain extent operating with
more or less defined goals and objectives, some of which can be categorized as “public value” (PV). The “open”
side of OD provides access for the public eye. This clearly underlines the idea that OD is about creating “public”
value. OD, as shall be demonstrated in this paper, is not only about creating PV, but also to an important
extent, about conserving and maintaining “public values”. In fact, an OD policy has to reconcile multiple
seemingly conflicting values.

The concept of PV is increasingly popular within both academic and practice settings (Williams and Shearer
2011). Some believe that this concept will be the next “Big Thing” in public management (Talbot 2009). For a
successful PV strategy the three elements of Moore’s famous “strategic triangle”, i.e. “public values/strategic
goals”, “authorizing environment” and “operational capability” must be brought into coherent alignment
(Moore 1995) (Williams and Shearer 2011).

In this paper, we discuss how we have aligned the before-mentioned PV elements for an OD policy in the
context of judicial research and registration data at a government research institute. We focus on the
relationships between OD and public values, in particular trust, transparency, privacy, and security. Several
contradictions exist between these values as will be demonstrated below. In our case, these values form the
first of the three strategic triangle elements. The “authorizing environment” in our case is mainly formed by
general policy instructions, and privacy laws and regulations. The “operational capability” in our case consists
of data infrastructure and staff.
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We argue that to be successful, OD policy has to reconcile conflicting values. For this purpose, we exploit the
concept of precommitment, which is in essence a restriction of one’s choices (Elster 2000; Kurth-Nelson and
Redish 2012). We conceptualize precommitment in this paper as a policy-instrument whereby an organization
imposes some restraint on its policy in order to restrict the extent to which values may conflict and
stakeholders have to worry about the trustworthiness of that policy. Our case demonstrates how by means of
a precommitment instrument - implemented as a data request procedure — combined with a proper data
infrastructure, OD policy may reconcile potentially conflicting values.

The reminder of this paper is organized as follows. In the next section we start with a condensed description of
PV. In section 3 the central “public values” which are encountered by OD policy is described and analyzed. And
the concept of precommitment is conceptualized. In section 4 the case of OD policy for judicial research and
registration data in a government research institute is presented. In this case solutions for reconciling
conflicting public values are presented. Finally, section 5 concludes the paper.

2. Public value approach

The PV framework was originally formulated by Moore (Moore 1995) (Williams and Shearer 2011). PV can best
be understood and achieved within the notion of the “public sphere”, a democratic space which includes, but
is not coterminous with, the state in which citizens address their collective concerns and where individual
liberties have to be protected (Benington and Moore 2011). The government is seen as a creator of PV and a
pro-active shaper of the public sphere: politically, economically, socially and culturally (Benington and Moore
2011). There is consensus in the literature that PV can be interpreted as combining (and reconciling),
safeguarding and enrichment of the public sphere with the delivery of the values that are desired by the public
(Williams and Shearer 2011).

Moore’s central proposition was “...that public resources should be used to increase value in a way which is
analogous to value creation within private enterprise. However, this PV would necessarily extend beyond
narrow monetary outcomes to include that which benefits and is valued by the citizenry more generally.”
(Williams and Shearer 2011). PV is also described as including the value attached to relatively concrete
outcomes, and the more intangible (Grimsley and Meehan 2007). The value “trust”, which is central to OD, as
we shall demonstrate below, repeatedly appears in several definitions (O’Flynn 2007) (Grimsley and Meehan
2007) (Williams and Shearer 2011; p7).

A strategic triangle is central in Moore’s PV framework (Williams and Shearer 2011; p5) (O’Flynn 2007). It
contains three elements “public values / strategic goals”, “authorizing environment” and “operational
capability” (Williams and Shearer 2011). For a successful organizational PV strategy, these elements should be
coherently aligned. This is attained by complying the strategy to three corresponding broad tests, namely it
must be “substantially valuable”, “legitimate and politically sustainable” and “operationally and
administratively feasible” (Moore; 1995).

For information systems (IS) we find a clear parallel between the PV literature and the literature about the
approach of embedding human values in IS. For instance, (Choenni et al. 2011a) stresses on the importance of
embedding human values, such as privacy and trust, in the development of information systems. They plead
for an explicit agreement with regard to the values that should be included in a design. Thus extending the
view about the IS beyond the original more narrowly defined requirements. We argue that “human values”
embraced by government become “public values”, as they are from then on part of the conditions, goals and
objectives of organization strategies. Thus, public managers, adopting a PV approach who aim to create value
in IS for e-Government can profit from IS “human value” -design approaches. We also argue that the
interpreting of the OD initiatives in the PV paradigm may help to clarify the policy problems which OD may
encounter and in doing so may help to raise and increase PV.

3. Public values in open data

OD consists of data that is not identifiable to a person with the aim to be reused and redistributed by
everyone, without restrictions from copyright, patents or other mechanisms of control (Zuiderwijk et al. 2012)
(LinkedGov 2011) (Open_Knowledge_Foundation 2011) (Sweeney 2009). The idea behind opening public data
is to make information that is generated or collected by organizations in the public sector re-usable. This idea
is founded on the acknowledgement that citizens are taxpayers and therefore have access rights to this data.
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They have this right wherever financially feasible and, when releasing, it won’t violate any laws or rights
relating to privacy either for citizens or government staff (LinkedGov 2011) (Open_Knowledge_Foundation
2011) (Sweeney 2009).

3.1 Values

Transparency and trust are central values that drive OD. Openness is viewed as a necessary condition for a
well-functioning democratic state of law. It serves the legitimacy of Public Administration and the trust of
civilians in the government (ROB 2012). The scientific community is also calling for more openness with its own
research data. We have observed that in the Netherlands, trust in scientific research is an object of discussion.
Regularly, messages that mention cases of questionable research practices appear in the media. A growing
distrust against science seems to appear, a distrust which is fed by a series of incidents fully described in the
media (Schuyt 2012). Several cases of fraud have been discovered in recent years (Heiloron 2005). The
proposed measures point to more openness and transparency. Besides good data management, peer
pressure, archiving and sharing is advocated. These elements support the replication of research. As a
consequence the chances of fraud decrease, while the chances of discovering fraud increase (Schuyt 2012).
Therefore we argue that openness contributes to transparency and via transparency, it contributes to trust of
civilians and other stakeholders, amongst the government and in science (Zuiderwijk et al. 2012) (Kulk et al.
2012) (ROB 2012) (Schuyt 2012) (Rajamaki et al. 2012).

The IS evaluation framework based on PV of Grimsley and Meehan (2007) focuses upon citizens’ and clients’
experiences of service provision and service outcomes as contributors to the formation of public trust. They
show that trust is related to the extent to which people feel that an e-Government service enhances their
sense of being well informed, gives them greater personal control and provides them with a sense of influence
or contingency (Grimsley and Meehan 2007). In the context of law enforcement Rajaméki et al. note that
people feel they have lost control over their own data and they do not know who handles personal data, when
and for what purpose. This concern can be answered by increasing transparency of these operations (Rajamaki
et al. 2012). The principle of transparency is that information should be shared while data is collected.
Possibilities for control must be created and people assured that there is no abuse (Rajamaki et al. 2012). As
will be argued in section 3¢, constraints imposed on the access to data therefore are important for trust: in
deciding how far one party needs to trust the other and vice versa. Transparency is also important for trust as
by transparency the unilateral restraints imposed can be verified by the stakeholders.

As described above, OD refers to data that does not reveal personal identity. We argue that privacy is thus
another central PV in OD. By means of the Data Protection Directive the European Union requires that if
personal data is processed, this should be done fairly, lawfully and for specified, explicit and legitimate
purposes (Article 6 of the Data Protection Directive). The purposes for which the data is processed must be
explicit and legitimate and must be determined at the time of collection of the data (Recital 28 of the Data
Protection Directive) (Kulk et.al. 2012). In the Netherlands important principles of justice are anchored in the
Dutch Privacy Protection Act (DPPA), such as finality, legitimacy, proportionality and subsidiarity, transparency
and data subject’s rights. Finality refers to the purpose for which personal data is collected. This purpose
should be explicit and the processing of collected data must be compatible with the purpose for which they
were collected. Legitimacy refers to the process of data collection and also to the context of the data: data
must be processed in a proper, careful, and legal manner. Moreover data must be relevant, sufficient, not
excessive, and correct (Versmissen 2001). Proportionality demands that the means used are proportional to
the intended purpose. Subsidiarity demands the use of the alternative which minimizes the use of privacy
sensitive data. Transparency refers to the right that the data subject is entitled to know if someone is
processing data about him. The data processing party has the obligation to identify itself to the data subject
and has to inform him about what data it processes and the purposes of processing (Versmissen 2001).

The fourth and final OD value we discern in this paper is security. Security is a comprehensive notion.
However, we derive this value from the privacy value. To prevent accidental or malicious disclosure,
modification, or destruction of records and data sets, data security is indispensable (Denning and Denning
1979). Research and registration databases may contain privacy sensitive data. The opening of this data
therefore should be done in strict compliance with the privacy value to prevent privacy breaches. In other
words the security of the data has to be protected. In section b below, we will go into more detail on this
value.
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3.2 Analyzing values

Having identified the values playing a crucial role in OD, here we analyze how they are related to each other.
Figure 1 resumes the OD values as described above. It depicts the public OD values transparency, trust, privacy
and security and the way they assumingly relate to each other and to three selected intermediary elements,
replicability, information overload and reliability. The way public values and intermediary elements relate to
each other is depicted by arrows. These elements may reinforce each other, indicated by a “+"sign, or
contradict, “-”sign. The intention of this chart is not to be complete. Its intention is to show the apparent
contradictions between the public values on which we focus in this paper. The intermediary elements will only
be briefly described in relation to the values. An elaborate discussion of these elements is beyond the scope of

this paper.
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Figure 1: Open data values

OD - making data accessible for (re-)use to the public — is assumed to contribute to transparency. By giving
access to research and (semi)government data, civilians, policy makers, journalist, audits and scientists get
opportunities to control, verify the data, replicate research findings or create new findings. It is assumed that
this results in maintaining or increasing trust. However there is a “dark side” to opening data without
constraints or restrictions imposed on the access to data. This “dark side” may lead to several contradictions in
the OD policy values.

In the first place OD may conflict with privacy. The opening of data is seriously impeded when privacy sensitive
data are at stake. OD may not seem to be personal data at first glance, especially when it is anonymized or
aggregated. However, it may become personal data by combining it with other publicly available data or when
it is deanonymized (Kulk et al. 2012) (Denning and Denning 1979). Anonymizing data cannot be “100% privacy
proof”. Even when data with a high aggregation level is shared, the risk that one is able to deduce or abduce
privacy-sensitive information remains (Braak et al. 2012) (Ohm 2009). Opening up data without taking into
account the privacy risks attached, may lead to privacy breaches with possibly very negative consequences for
the trust of respondents who participated in research and civilians in research or government. We may have
found a possible negative relation between the privacy value and trust. To prevent privacy breaches, it is
necessary to eliminate privacy sensitive attributes. However this may have a negative impact on the possibility
of using the OD for replicability as some of the attributes needed to ensure the replication cannot be used any
longer. Thus as privacy is protected, not all results may be replicated as a consequence. This may have
negative impact on trust.
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Next, OD may conflict with security, the principal goal in which the government research institute of our case
is operating. Identity disclosure from survey or administrative data might be used by private or public groups
to target or harm individuals, population subgroups, or business enterprises (Gutmann et al. 2008). Privacy of
civilians thus needs to be thoroughly protected. Civilians expect that public organizations follow rules and
procedures carefully in order to protect them and their privacy. Civilians that are harmed due to incorrectly
followed rules and procedures may cause social unrest. Therefore, measures to enforce that rules and
procedures are followed correctly should be taken into account while developing infrastructures for data
sharing in the public domain (Braak et al. 2012).

Thirdly, OD may conflict with transparency, via the intermediary element information overload. In the
literature we find that information overload occurs when information received becomes a hindrance rather
than becoming potentially useful (Bawden 1999). Information overload is related to the quantity and diversity
of information available (Bawden 2009). We therefore argue that as governmental organizations possess large
volumes of data about many subjects the opening up of this data may cause information overload.

Finally, OD may have negative effects on trust via the intermediary element validity and reliability of the
results in cases where the data is re-used. This may concern re-use on the basis of the data provided but also
on the basis of extension of data with other (open) data sources. We argue that as data are opened the
governmental control on reliability and validity decreases due to a possible lack of a proper interpretation.
Third parties may use the opened data in ways that weaken these elements. Data from administrative
databases might for instance be misinterpreted and misused with the stigmatization of groups as a
consequence (Kalidien et al. 2010).

3.3 Precommitment

We have found several contradictions between the OD values. Consequently, to succeed, OD policy has to
reconcile these values. We argue that constraint imposed on the access to data is important for trust: in
deciding how far one party needs to trust the other and vice versa. We argue that precommitment is necessary
to bridge the contradictions in OD.

Precommitment is a restriction of one’s choices (Elster 2000) (Kurth-Nelson and Redish 2012). It is implying
constraint. Individuals might benefit from having specific options unavailable, available only with a delay, or at
greater cost. Precommitment may be aimed at overcoming impulsivity (e.g. in gambling machines require the
gambler to pre-set a limit on his or her expenditure, after which the machine deactivates (Kurth-Nelson and
Redish 2012). Precommitment is also theorized as a device whereby we can impose some restraint on
ourselves and thus restrict the extent to which others have to worry about our trustworthiness (Gambetta et
al. 2000).

We conceptualize precommitment as a policy-instrument whereby an organization — in case responsible for
OD - imposes some restraint on its policy in order to restrict the extent to which values may conflict and
stakeholders have to worry about the trustworthiness of that policy. To limit possible conflicts between OD
values several restraining options for opening data are possible. In the first place privacy sensitive data might
be irrevocably deleted. Datasets may be completely anonymized before they are archived, thus limiting the
future possibilities to replicate research or to link the datasets to other data to create new datasets. Secondly,
data including privacy sensitive attributes might be opened for specific goals or target groups only. Some data
(e.g. registry databases of police and prosecution) might only be distributed for specific scientific purposes and
to scientific institutes only — in compliance with privacy laws and regulations in vigor. Thirdly, before the
opening of data from research to public, all privacy sensitive data needs to be thoroughly removed. As a result
the opened datasets will contain only limited information and can be analyzed only in a (very) restricted way.
Finally, data can be made accessible in an indirect way by the provision of exclusively highly aggregated data
only. These data is generated by data experts.

The following case illustrates how precommitment is implemented in the open data policy of a government
research institute operating in the field of security and justice.
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4. A case: Open data policy of a Government research institute

At the Research and Documentation Centre of the Ministry of Security and Justice - in Dutch
“Wetenschappelijk Onderzoek- en Documentatiecentrum” (WODC) - data is gathered to advise about and to
define the current and future research agenda of the Dutch Ministry of Security and Justice, to answer policy-
related questions and to indicate the possible implications of research findings for standing policy. For this
purpose WODC systematically collects, stores, enhances and provides criminal justice information produced by
themselves or external organizations commissioned by WODC (Zuiderwijk et al. 2012).

WODC strives towards transparency, thus investing in trust, while giving priority to protecting privacy. WODC
aims to facilitate the reuse of research data, as this may provide the organization with benefits, such as the
possibility to scrutinize and validate the data and to decrease the workload of the WODC. WODC works with
confidential judicial research and registration data, so that issues as confidentiality and privacy-sensitivity
should be thoroughly taken into account (Zuiderwijk et al. 2012) (Kalidien et al. 2010). WODC therefore has
developed a procedure to share data from the collected data as much as possible with other parties, while
protecting privacy and in compliance with the restrictions of the privacy protection principles and laws. This
procedure is combined with a data infrastructure to manage the contradictions of different values. In two
consecutive sections we discuss data infrastructure and -procedure.

4.1 Data infrastructure

Data from concluded research projects is collected. Data from those projects that is qualifying for public
opening is centrally stored in compliance with the Dutch Privacy Protection Act (DPPA). Privacy sensitive data
is deleted unless explicitly needed for further research (longitudinal research, monitoring projects). Public
safety registration data is stored in a data warehouse (DW), containing police and justice data, for policy
research purposes. A DW ensures a uniform approach to data for interpretation purposes and ensures
maximum accessibility. Privacy is protected as the DW is anonymized, i.e. has been stripped of directly
identifying attributes, like names, addresses etc. In the DW problems around inconsistencies, reliability, and
validity are tackled (Choenni and Meijer 2011b). The archived research data and DW data form the basis of the
WODC data request policy.

WODC may decide to the public opening of research data. The research data of WODC is open for everyone
once - contented to the high criteria of DPPA and confidentiality matters — it is uploaded on the server of the
Dutch Archiving and Networked Services (DANS). Before opening the data from research to public, all privacy
sensitive data — which may lead to disclosure directly as well as indirectly - is removed. WODC may permit
restricted access to scientific organizations for scientific purposes to privacy sensitive research data. The DPPA
allows the (re-) use of personal or privacy sensitive judicial data, under certain conditions, for scientific
purposes. Public safety registration data might be released only for scientific research to scientific
organizations. WODC regularly receives individual data requests from scientists for permission to re-use
research data or for an extract of public safety data from the DW. Extracts from the DW may —in principle — be
opened, but for scientific research only. WODC gives access to the data by providing highly aggregated data on
demand. This data is generated by data experts and concern DW data requests mostly.

Each and any request is thoroughly audited by the WODC data request procedure.

4.2 Procedure

The data request procedure is a rigorous procedure which is aimed at sharing data with other parties as much
as possible, while thoroughly protecting privacy. With the aid of this procedure we manage to protect privacy
sensitive attributes in datasets, in compliance with the security policies.

WODC discerns two subtypes of data requests to contribute to OD and give access to citizens, namely requests
for Statistical Information and requests for Data Supply. Statistical Information is aggregated data on which
people do not aim to edit the data information. This information can be based on registration as well as
research data of WODC. The output provides a minimal opportunity to be edited. Data supply can be
subdivided in requests for re-use of research data from published research or requests for an extract of
registration data from the data warehouse (DW).
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WODC distinguishes three steps towards the opening of data while protecting privacy. At first an experienced
data manager carefully studies a data request to see which variables are necessary for an applicant, whether
the required variables could be delivered from the centrally archived research data or the DW. The data
manager prepares a preliminary decision to a request by making a report with considerations such as legal
requirements, policy sensitivity and quantity of work for WODC. This document is sent to the workgroup of
DPPA asking them to exam the legal conditions of the request. The data request is tested on the criteria of the
DPPA by the workgroup. In this phase every kind of convertible (personal) facts not in agreement with privacy
laws and rules are removed. When necessary a Trusted Third Party is included in the data request project, in
order to prevent the unnecessary transfer of privacy sensitive data (Braak et al. 2012). The subsequent and
final stage is the judgment of the board of directors. Board members discuss the request looking at the advice
written by the data manager (based on their experience and comments of the DPPA workgroup) and decide
whether or not the data should be delivered to the requested party and on which conditions. An appraisal of
the board of directors leads to delivering data after signing a standard agreement and specific conditions of
reuse by the applicant.

5. Conclusion

We have observed a relationship between OD and public values. This relationship is described by the values
trust, transparency, privacy, and security. As we have argued, several contradictions between these values
exist. To solve these contradictions we have introduced the notion of precommitment: a policy-instrument
whereby an organization imposes some restraint on its policy in order to restrict the extent to which values
may conflict and stakeholders have to worry about the trustworthiness of that policy. We have elaborated this
notion in a rigorous data request procedure. To manage the contradictions between values we combine this
procedure with a data infrastructure. By means of the WODC case, we have illustrated how contradictions are
handled.

The case illustrates how the priority to protect privacy on the one hand leads to the limitation of the opening
of data to the public, but on the other hand gives the opportunity to OD in a restricted mode for scientific
goals. A DW assures reliability of answers to statistical information requests. Hereby privacy is protected by
presenting only very highly aggregated data to the general public. Requests for data supply mostly concern
data on the level of unique identifying records in research datasets or registration data. Therefore in these
type of requests most of the time, privacy sensitive data is involved. In these cases data is supplied only for
scientific goals in compliance with the privacy laws and regulations. Moreover, by verifying the data on legal
and policy confidentiality points of views on several moments in different phases, the chance of failure is
reduced to a minimum, thus maintaining trust. Opening data to scientists creates possibilities to re-use and
(partly) replicate existing research findings, thereby contributing to trust.
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