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Abstract 

 
Older adults prefer an assistive technology that can 

be adaptive to their needs. However, as an assistive 
social robot that is autonomous has the possibility of 
being pro-actively adaptive this could  cause feelings 
of anxiety. Analyzing the results of a study with video’s 
that feature an assistive social robot in alternate 
conditions we found that although older adults prefer 
a robot to be adaptive rather than adaptable, they still 
want to maintain a sense of user control.  
 
1. Introduction 
 

As technological advances make it possible for 
systems to respond to users with more flexibility and 
autonomy, it becomes more common for these systems 
to adapt or be adapted. For some systems this concerns 
user-adaptation, possibly by learning from interaction 
or by detecting the  specifics of a user [1, 2]. For 
context-aware systems it means gathering information 
from the environment to adapt themselves to the 
current situation [3, 4].  These developments lead to 
adaptive applications in many different domains, 
including shopping recommenders that direct 
consumers to products that may be of interest to them 
[5], mobile agents monitoring the user’s surroundings 
in crisis situations [6] and personalized tours [7, 8]. 

However, for aging adults, adaptive technology has 
its own requirements and perspectives. It is essential 
for this specific user group that assistive devices be 
either adaptive (self-adapting) or adaptable (can be 
adapted) because of the changing needs of the users 
[9]. Growing older is a process during which physical 
and mental functions of our bodies gradually become 
less usable, due to which we need help, either in the 
form of humans or in the form of assistive devices. 
Older adults usually want neither humans nor devices 
to help them out when this help is not yet needed. They 
do not want a device to help them remember things as 
long as their memory still (more or less) functions and 
they do not want to be helped walking as long as they 

can still manage to walk by themselves. It is 
appreciated however, if these devices or people 
become helpful as soon as help is needed. This is 
partly to postpone the use of these devices because 
they could be stigmatizing (see for examples Forlizzi 
et al. [10] and partly because the users want to keep 
their independence and remain using their physical and 
mental capabilities as long as possible [11, 12]. 

This makes adaptivity a reoccurring requirement in 
projects concerning eldercare technology in general [9, 
13, 14] and more specific in robot and screen agent 
technology [10, 15-17]. There is however an issue that 
needs to be addressed, concerning both the 
interpretation of the concept of and the response to 
adaptive technology. This response is not always 
positive when it concerns systems that autonomously 
adapt to the user or the environment. Especially when 
these systems become more sophisticated, they 
perform actions that users never experienced from 
similar systems before [18], and this makes these 
systems to be perceived as unpredictable and 
unreliable [19, 20].  

As Dautenhahn [21] points out, there are two views 
in HRI on this that appear contradictory. On the one 
hand, there are indications that more autonomy would 
lead to more useful agents [22] while on the other 
hand, there are indications that predictability and 
controllability should prevail [23]. As we can generally 
state that adaptivity potentially makes the user feel no 
longer in control, the question is: should a system 
therefore be less adaptive? Should it rather be 
adaptable, or perhaps adaptive but with a form of user 
control? Should a system ask for confirmation before it 
autonomously adapts? Several studies addressed these 
questions, finding that indeed the desire for user 
control limits the acceptance of autonomy [24-26], 
which means there is a delicate balance between 
automation/autonomous behavior and user control.  
We want to know how this intervenes with the 
interpretation and perception of adaptivity by our 
target group of aging adults.  

The concept of adaptivity as addressed in the above 
mentioned studies covers in fact two notions that are 



related, but nonetheless refer to different underlying 
processes: adaptability and adaptiveness.  The notion 
of adaptability refers to the user being able to adapt a 
device or system to his or her demands or needs; 
adaptiveness refers to the system adapting 
autonomously.  Both adaptive changes – the first by 
the user and the second by the system itself – are 
supposed to be related to the gradually growing need 
for assistance by an older adult. Furthermore, the 
notion of adaptiveness does  not suggest either 
presence or absence of user control: adaptiveness 
could for example be performed either with or without 
asking this user for approval. In the latter case we 
speak of user control, which is lacking when a system 
adapts without asking for approval.  

Thus we have the following interpretations of the 
concept of adaptiveness: 
 adaptable: the user adapts the robot to his or her 

changing needs; 
 adaptive with user control: the robots adapts to 

observed changing needs of the user after the user 
has agreed to this; 

 adaptive without user control: the robot adapts to 
observed changing needs of the user without 
seeking agreement of the user. 

In this study we will  try to establish which of these 
make an assistive social robot most acceptable for 
aging adults. We will do this by carrying out an 
experiment using a video of an elderly user with an 
assistive social robot. It has four conditions: a neutral 
one, an adaptable one, an adaptive one with user 
control and an adaptive one without user control.  
 
2. Method 
 

We used a video of a robot interacting with an 
elderly actor instead of a real live HRI trial to create 
the four conditions. Using video’s in HRI trials is 
found to be a method that leads to results that are 
comparable to live trials [27, 28]. 
 
2.1. System 
 

We were able to use video material made for the 
Robocare project by the Institute for Cognitive Science 
and Technology of the Italian National Research 
Council for research by Cesta et al. [29, 30] (Figure 1). 
We made four video’s of the robot representing the 
four conditions. In all these videos, the robot had the 
same three functionalities which were already 
presented in the original video as developed by the 
Robocare researchers (the original video is available 

online at http://robocare.istc.cnr.it/videos/rbc-sample-
1.avi): 
1. monitoring the user and alarming if necessary; 
2. helping to remember to take the right medication 

at the right time; 
3. functioning as a fitness advisor (announcing that it 

is time for some exercise if the user has been 
seated too long). 

In the first, neutral condition, the robot simply had 
al these functionalities: the user could not turn them on 
or off and the system did not modify them by itself. In 
the second, adaptable condition, the second 
functionality was shown to be turned on by the user. 
This function was most suitable to be the 
adaptable/adaptive feature: as we reported earlier, the 
reminder function could be something that made 
participants reject the use of a robot as long as they felt 
their memory was still good enough. In conditions 
three and four, both adaptive, the second functionality 
(medication reminding) was turned on by the system 
itself. In the third condition, there would be user 
control: the system would suggest the functionality to 
be turned on and would await the user’s approval 
before doing this. In the fourth condition there would 
be no user control: the system would simply announce 
the functionality to be necessary and turn it on. 
 

 
Figure 1. Still from the video’s 
 

2.2 Participants 
 

We found 100 older adults willing to take part in 
the experiments who were living in apartments close to 
or within eldercare institutions in the cities of Almere 
and Amsterdam. Due to procedural irregularities, we 
had to omit 12 participants from the results. So our 
results feature 88 participants, from which 28 were 
male and 60 were female (which is in accordance with 



the demographic overrepresentation of women in this 
age group for this generation).  
 
2.3. Procedure 
 

There were three researchers who had all four 
videos on a laptop. They visited the participants, 
explained the set up of the experiment and showed one 
of the videos at each visit. Every participant just saw 
one video and the link of a participant to a video was 
randomly made. After this, the participant was asked to 
fill out the questionnaire. If any help reading the form 
was needed, it would be given, but to avoid 
influencing the participants, the researchers gave no 
explanation. 
 

Category Statement/question 
Manipulation 
check 

What happened in the last scene? 
a) The robot reminded the women that 

it was time to take her medication. 
b) The robot reminded the women that 

it was time to take her medication 
after she turned the option 
‘medication reminder’ on. 

c) The robot told the women she had 
not taken her medication in time and 
asked if he should remind her. 

d) The robot told the women she had 
not taken her medication in time and 
that he would remind her. 

User control The woman in the video controls what 
the robot does and does not do. 

Anxiety If I should use the robot, I would be 
afraid to make mistakes with it 
If I should use the robot, I would be 
afraid to break something 
I find the robot scary 
I find the robot intimidating 

Intention to 
use 

I think I would use the robot if I could 
I am certain to use the robot if it is 
available 
I’m would gladly make use of the robot if 
it would be available 

Perceived 
adaptivity 

I think the robot can be adaptive to what 
I need 
I think the robot will only do what I need 
at that particular moment 
I think the robot will help me when I 
consider it to be necessary 

Perceived 
usefulness 

I think the robot is useful to me  
It would be convenient for me to have 
the robot 
The robot can help me with many things 

Table 1.  Questionnaire 

 

We measured the adaptivity and the usefulness of 
the system as perceived by the participants as well as 
their anxiety and their intention to use the robot with 
questionnaire items as used in the Almere model [17]. 

This model has been developed to predict and explain 
acceptance of social assistive robots and the 
questionnaire has been validated. The questionnaire 
consists of statements that can be replied to on a five 
point Likert scale (from totally agree to totally 
disagree), with attributed scores from 5 to 1.  

We added a control question to enable us to check 
whether the different versions would reflect the way 
the users perceived the robot.  We made this a multiple 
choice question with four answers – answer a. 
corresponded with the first version, answer b. with the 
second one and so on (see Table 1). We also 
introduced a user control statement, saying that the 
user in the video had control over the robot. As with 
the regular questionnaire items, this could be replied to 
on a five point scale. 
 
4. Results 

 
The 88 questionnaire forms that turned out to be 

usable had the following numbers of participants 
divided over the four video’s (Table 2).  
 
Condition Description N 
1 Not adaptive, not adaptable 22 
2 Adaptable 21 
3 Adaptive user controlled 23 
4 Adaptive not user controlled 22 
Table 2. Robot conditions and number of participants 

 
We calculated Cronbach’s Alpha and found all used 

constructs to be reliable: .792 for Perceived 
Adaptivity, .854 for Intention to Use and .825 for 
Perceived Usefulness.  

Table 3. Cross tabulation MC question and Video 
 

To establish the strength of the association between 
the video versions and the manipulation check (MC) 
question (Table 6.4) we generated the cross tabulation 
which is presented in Table 6.7. The significance of 
this relation can be established by calculating Cramers 
V. This is a chi-square-based measure of nominal 
association which gives a normalized value between 0 
and 1 [31]. In our case, the value for Cramers V is 
.714, which is significant at the 0.001 level. This 
means there is a strong association between the 
manipulation check question and the video versions: 

 MC question  
  1 2 3 4 Total 
Video 1 21 1 0 0 22 
  2 3 16 1 1 21 

  3 6 2 12 3 23 
  4 1 0 2 19 22 
Total 31 19 15 23 88 



participants generally perceived the amount of 
adaptability, adaptivity and user control that was 
consistent with the video version they had seen. 

To establish the effect of our manipulations further, 
we compared the results of the participants that saw the 
first video to the scores related to the other three 
video’s. We found that Perceived Adaptivity indeed 
scored much higher for the video’s that featured an 
adaptable or adaptive robot (M=3.661, SD=.550 versus 
M=2.984, SD=654). Also Perceived Usefulness scored 
higher for these video’s (M=3.742, SD=.882 versus 
M=3.303, SD=860), but there was no higher score on 
Intention to Use. We subsequently compared the non 
adaptive conditions (video 1 and 2) to the adaptive 
conditions (video 3 and 4) with a t-test. Perceived 
adaptivity was indeed higher in the adaptive condition 
set (M=3.674, SD=.566) compared with the non-
adaptive condition set (M=3.302, SD=.673). This 
indicates our manipulation was successful.  

To compare the four conditions represented by the 
four video versions, we used a one way ANOVA (box 
plots Figure 2 to 4), accompanied by a post hoc Games 
Howell comparison analysis as shown in Table 4. A 
Games Howell comparison [32] is a usual instrument 
in cases where multiple groups have to be compared 
pair wise [33]. As with t-test results, a positive value 
means a higher score for the first of the two compared 
groups and a negative score means a higher score for 
the second group. It does not require equal variances. 

Table 4. Games-Howell comparison  
 

Remarkable in these results is the distinguishing 
score of the third condition in relation to the other 
ones. It scores higher than the first condition on User 
Control, Perceived Adaptiveness and Perceived 
Usefulness, and it scores higher than the second 
condition on Anxiety, Intention to Use, Perceived 
Enjoyment and - again - Perceived Usefulness. An 
adaptive robot that asks for confirmation (condition 3) 
is thus clearly perceived as more useful than a robot 
that is not adaptive.  

Moreover, the adaptive version without user control 
(4) only scores significantly higher on Perceived 
Adaptiveness when compared to the first condition – it 
does not score higher on any other construct, compared 
to any other condition. Also, there is no significant 
difference between the two adaptive conditions (3 and 
4). Apparently, only the combination of adaptiveness 
and user control can make a clear difference in user 
perception.  

The plots shown in Figure 2 to 5 confirm the 
outstanding scores for the adaptive condition with user 
control, showing the third condition with the highest 
score on Intention to Use (Figure 2), Perceived 
Usefulness (Figure 5) and on User Control (Figure 4). 
Furthermore, the plot in Figure 4 shows what is also 
very clear in Table 0: both adaptability and 
adaptiveness lead to a higher score on Perceived 
Adaptiveness. 
 

_
_Figure 2. Box plot for Intention to Use  
 

 
Figure 3.  Box plot for Perceived Adaptivity  

 2 to 1 Sig. 3 to 1 Sig. 4 to 1 Sig. 
UC .377 .430 .960* .003 .273 .700 
ANX -.256 .655 .397 .278 .057 .989 
ITU -.325 .770 .833 .055 .318 .709 
PAD .650* .005 .856* .000 .515* .044 
PU .014 1.000 .885* .009 .379 .393 

 2 to 3 Sig. 2 to 4 Sig 3 to 4 Sig. 
UC -.584 .234 .104 .299 .688 .130 
ANX -.654* .049 -.313 .445 .340 .359 
ITU -1.157* .002 -.643 .106 .514 .176 
PAD -.206 .545 .135 .860 .341 .176 
PU -.871* .009 -.364 .411 .507 .176 



 
Figure 4. Box plot for the user control question 
 

 
Figure 5 Box plot for Perceived Usefulness 
 

Table 5 shows correlation scores. Perceived 
Adaptivity correlates with Perceived Usefulness and 
both these constructs correlate with Intention to Use. 
Moreover, the score on user control correlates with the 
construct of Anxiety: the more user control is 
perceived, the less anxiety is experienced. 
 
 

   UC ANX ITU PAD PU 
ANX Corr .372** 1 .188 -.009 .151 
  Sig.  .000   .079 .931 .161 
ITU Corr .008 .188 1 .373** .718** 
  Sig.  .938 .079   .000 .000 
PAD Corr .162 -.009 .373** 1 .338** 
  Sig.  .132 .931 .000   .001 
PU Corr .193 .151 .718** .338** 1 
  Sig.  .072 .161 .000 .001   

Table 5. Pearson correlation scores 
 
 

5. Conclusions and discussion 
 

First of all it is remarkable that the adaptable 
condition (condition/video 2) is not accepted better, 
but both adaptive conditions (3 and 4) scored higher. 
Most clear however, are the outstanding results for the 
adaptive condition with user control (condition/video 
3). We thus conclude that adults prefer a system that 
adapts itself, requiring limited or no knowledge on 
operating it, but still leaving the user in control: when 
adaptive, a request for approval before adapting 
(suggesting more user control) leads to a higher score 
on acceptance. 

We also established that a request for approval by 
an adaptive robot (condition 3) does not directly lead 
to a higher sense of control by the user when compared 
to an adaptive robot that did not ask for approval 
(condition 4). However, the adaptive robot asking for 
approval (condition 3) scored significantly higher on 
user control than the non adaptive, non adaptable robot 
(condition 1). 

We find that these results show that – indeed – there 
is a subtle balance between autonomous adaptivity and 
the desire for user control as we stated in the 
introduction of this chapter. Further research using 
similar measuring instruments could establish where 
this balance differs for different systems, user groups 
and perhaps stages in aging. 
 
References 
 
[1] Benyon, D. Adaptive systems: a solution to 
usability problems. User Modeling and User-Adapted 
Interaction, 3, 1 1993), 65-87. 
[2] Cheverst, K., Byun, H. E., Fitton, D., Sas, C., Kray, 
C. and Villar, N. Exploring issues of user model 
transparency and proactive behaviour in an office 
environment control system. User Modeling and User-
Adapted Interaction, 15, 3 2005), 235-273. 
[3] Schmidt, A. Interactive Context-Aware Systems 
Interacting with Ambient Intelligence. IOS Press, 
Amsterdam, 2005. 
[4] Scholtz, J., Antonishek, B. and Young, J. 
Evaluation of a Human-Robot Interface: Development 
of a Situational Awareness Methodology. City, 2004. 
[5] Alpert, S. R., Karat, J., Karat, C. M., Brodie, C. and 
Vergo, J. G. User attitudes regarding a user-adaptive 
eCommerce web site. User Modeling and User-
Adapted Interaction, 13, 4 2003), 373-396. 
[6] Streefkerk, J. W., van Esch-Bussemakers, M. P. 
and Neerincx, M. A. Designing personal attentive user 
interfaces in the mobile public safety domain. 
Computers in Human Behavior, 22, 4 2006), 749-770. 



[7] Fink, J. and Kobsa, A. User modeling for 
personalized city tours. Artificial intelligence review, 
18, 1 2002), 33-74. 
[8] Wubs, H. and Huysmans, F. Snuffelen en Graven. 
The Hague, The Netherlands, 2006.  
[9] Pew, R. and Hemel, S. V. Technology for Adaptive 
Aging. National Academy Press, Washington, D.C., 
2004. 
[10] Forlizzi, J., DiSalvo, C. and Gemperle, F. 
Assistive Robotics and an Ecology of Elders Living 
Independently in Their Homes. Journal of HCI Special 
Issue on Human-Robot Interaction, 19, 1/2 2004), 25 - 
59. 
[11] Jorge, J. A. Adaptive tools for the elderly: new 
devices to cope with age-induced cognitive disabilities. 
City, 2001. 
[12] Ebersole, P., Hess, P. A. and Luggen, A. S. 
Toward healthy aging: Human needs and nursing 
response. WB Saunders, Philadelphia, Pennsylvania, 
2003. 
[13] Yu, H., Spenko, M. and Dubowsky, S. An 
Adaptive Shared Control System for an Intelligent 
Mobility Aid for the Elderly. Autonomous Robots, 
Volume 15 Issue 1, July2003). 
[14] Miller, C. A., Wu, P., Krichbaum, K. and Kiff, L. 
Automated Elder Home Care: Long Term Adaptive 
Aiding and Support We Can Live With. City, 2004. 
[15] Kawamura, K., Nilas, P., Muguruma, K., Adams, 
J. A. and Zhou, C. An Agent-Based Architecture for an 
Adaptive Human-Robot Interface. City, 2003. 
[16] Maciuszek, D. and Shahmehri, N. A framework 
for the specification of multifunctional, adaptive, and 
realistic virtual companions for later life. City, 2003. 
[17] Heerink, M., Kröse, B. J. A., Wielinga, B. J. and 
Evers, V. Measuring acceptance of assistive social 
agent technology by older adults: the Almere model. 
International Journal of Social Robotics, 2, 3 2010), 
254-268. 
[18] Höök, K., Persson, P. and Sjölinder, M. 
Evaluating users' experience of a character-enhanced 
information space. AI Communications, 13, 3 2000), 
195-212. 
[19] Höök, K. Evaluating the utility and usability of an 
adaptive hypermedia system. Knowledge-Based 
Systems, 10, 5 1998), 311-319. 
[20] Jameson, A. Adaptive interfaces and agents. 
Lawrence Erlbaum Assoc Inc, City, 2003. 
[21] Dautenhahn, K. Robots we like to live with?! - a 
developmental perspective on a personalized, life-long 
robot companion. City, 2004. 
[22] Maes, P. Agents that reduce work and information 
overload. Communications of the ACM, 37, 7 1994), 
30-40. 

[23] Shneiderman, B. Direct Manipulation versus 
Agents: Paths to Predictable, Controllable, and 
Comprehensible Interfaces. AAAI Press/MIT Press, 
City, 1997. 
[24] Gillies, M. and Ballin, D. Integrating Autonomous 
Behavior and User Control for Believable Agents. 
City, 2004. 
[25] Price, B. A., Adam, K. and Nuseibeh, B. Keeping 
ubiquitous computing to yourself: A practical model 
for user control of privacy. International Journal of 
Human-Computer Studies, 63, 1-2 2005), 228-253. 
[26] Marble, J., David, L., Bruemmer, J., Few, D. A. 
and Dudenhoeffer, D. D. Evaluation of Supervisory vs. 
Peer-Peer Interaction with Human-Robot Teams. City, 
2004. 
[27] Woods, S. N., Walters, M. L., Koay, K. L. and 
Dautenhahn, K. Comparing Human Robot Interaction 
Scenarios Using Live and Video Based Methods: 
Towards a Novel Methodological Approach. City, 
2006a. 
[28] Woods, S. N., Walters, M. L., Koay, K. L. and 
Dautenhahn, K. Methodical Issues in HRI: a 
Comparison of Live and Videobased Methods in Robot 
to Human Approach Direction Trials. City, 2006b. 
[29] Cesta, A., Cortellessa, G., Giuliani, M., Pecora, 
F., Rasconi, R., Scopelliti, M. and Tiberio, L. 
Proactive assistive technology: An empirical study. 
Lecture notes in computer science, 46622007), 255-
268. 
[30] Cesta, A., Cortellessa, G., Giuliani, M. V., Pecora, 
F., Scopelliti, M. and Tiberio, L. Psychological 
Implications of Domestic Assistive Technology for the 
Elderly. PsychNology Journal, 5, 3 2007), 229-252. 
[31] Cramér, H. Mathematical Methods of Statistics. 
Princeton University Press, Princeton, New Jersey, 
USA, 1999. 
[32] Games, P. A. and Howell, J. F. Pairwise multiple 
comparison procedures with unequal n's and/or 
variances: a Monte Carlo study. Journal of 
Educational and Behavioral Statistics, 1, 2 1976), 113. 
[33] Zwick, R. Testing pairwise contrasts in one-way 
analysis of variance designs. 
Psychoneuroendocrinology, 11, 3 1986), 253-276. 
 
 


